Analyzing Cache Side Channels Using Deep Neural Networks

Tianwei Zhang
No Affiliation
tianweiz@alumni.princeton.edu

ABSTRACT

Cache side-channel attacks aim to breach the confidentiality of a
computer system and extract sensitive secrets through CPU caches.
In the past years, different types of side-channel attacks targeting a
variety of cache architectures have been demonstrated. Meanwhile,
different defense methods and systems have also been designed
to mitigate these attacks. However, quantitatively evaluating the
effectiveness of these attacks and defenses has been challenging.
We propose a generic approach to evaluating cache side-channel
attacks and defenses. Specifically, our method builds a deep neural
network with its inputs as the adversary’s observed information,
and its outputs as the victim’s execution traces. By training the neu-
ral network, the relationship between the inputs and outputs can
be automatically discovered. As a result, the prediction accuracy
of the neural network can serve as a metric to quantify how much
information the adversary can obtain correctly, and how effective
a defense solution is in reducing the information leakage under dif-
ferent attack scenarios. Our evaluation suggests that the proposed
method can effectively evaluate different attacks and defenses.
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1 INTRODUCTION

Side-channel attacks are serious security threats to the confiden-
tiality of computing. They exploit the physical characteristics of
the system to breach the confidentiality of the victim’s applications
under the cryptography or access control protection. Generally,
when a victim program executes critical operations with secret in-
formation, the host system may exhibit secret-dependent features
or behaviors that can be observed by the side-channel adversary.
Typical examples of such features include power consumption [24],
electromagnetic radiation [39], acoustic noise [15], timing [37] etc.
Based on these features, the adversary is able to infer the secrets.
Among all the potential sources of information leakage, cache
side channels are particularly dangerous. The interferences between
different programs on the cache usage can be exploited by the
adversary to steal information [4, 6, 19, 37]. Past work have shown
the possibility and practicality of cache side-channel attacks in
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cloud servers [57, 58], mobile devices [29, 56] and web browsers
[35]. Recently, two critical processor vulnerabilities, Meltdown [30]
and Spectre [23], were discovered which allow user-level programs
to break the OS protection ring and steal data from the privileged
kernel space or other programs. These two vulnerabilities exploit
cache side channels or covert channels to transmit information.

A variety of cache attacks have been proposed targeting different
victim applications (e.g., cryptographic programs [36, 37], the user
Interface [18], web applications [35, 58]), system configurations (e.g.,
non-virtualization [19, 37], virtualization [34, 57]) and CPU cache
architectures (e.g., L1 cache [37, 57], LLC [21, 34, 52]). Meanwhile,
different defenses haven been designed to mitigate these attacks
by modifying system software [22, 44, 59, 60] or hardware [13, 31,
32, 49, 51]. In order to evaluate these attacks or defenses, the most
straightforward way is to implement the real attacks or defense
solutions, and check if the adversary can steal the secrets. While
this method can provide reliable and convincing results, it is not
easy to conduct experimental evaluation. First, reproducing side-
channel attacks from literature usually takes a lot of effort, as these
attacks are delicate and complex. It is also difficult to implement
the defenses, especially for the hardware solutions. Second, given
the fact that there are so many types of attacks and defenses, it
is extremely difficult to experimentally evaluate different attacks
against different solutions to get comprehensive conclusions.

To efficiently analyze cache side-channel attacks and defenses,
different metrics [10, 25, 40, 45, 54] and models [20, 55] were pro-
posed. However, they have some limitations. (1) Some work only
consider one specific attack and cannot be generalized to all known
cache side-channel attacks. (2) Some metrics [10, 54] assume that
the adversary’s observation and victim’s execution are linearly cor-
related, which reduces the attack scope. (3) Some metrics [25, 40, 45]
need to model how the adversary analyzes the side-channel infor-
mation and recovers the keys, which makes them more complicated
and less practical. (4) Some methods (e.g., [55]) suffer from state
explosion problem and can only be used to simulate very simple
cache activities.

In this paper, we propose a novel method to quantify the ef-
fectiveness of cache side-channel attacks and defenses by using
deep neural networks. Our key insight is that the essence of cache
side-channel attacks is to learn the relationship between the ad-
versary’s observations and victim’s execution traces, and predict
the sensitive information from the observations. This learning and
prediction process can be naturally simulated by a neural network.
Past work have shown the possibility of using machine learning
methods to help the adversary recover cryptographic keys in some
side-channel attacks [2, 7, 19, 35, 57]. Different from those work,
we aim to build a generic deep learning based approach to analyze
different types of cache side-channel attacks as well as defenses.

Specifically, the adversary’s side-channel observations are mod-
eled as inputs, and the victim’s execution traces are modeled as
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outputs. These data are fed into a deep neural network and the
analysis is performed in two phases: in the training phase, a neural
network model is trained, which discloses the relationship between
the inputs and outputs. This training process simulates how the ad-
versary learns the relationship between side-channel observations
and sensitive information. In the inference phase, the input data is
fed into the trained model and the output data is generated, which
simulates how the adversary predicts sensitive information from
side-channel observations. The prediction accuracy can serve as a
metric to quantify the effectiveness of the attacks and defenses.

Our method has several advantages. First, the neural network
can automatically discover the relationship between the adversary’s
observation and the victim’s execution. So we do not need to con-
sider and model the process of secret recovery for each specific
attack method. Second, the neural network can reveal both linear
and non-linear relationships. The non-linear relationship signifi-
cantly improves over previous methods, such as Zhang et al. [54]
and Demme et al. [10]. Third, it is feasible to build state machines to
model cache activities and generate training and inference datasets
for the neural network. So there is no need to run actual attacks in
real systems for data collection, which saves a lot of time and effort
for cache side-channel analysis. Fourth, our method is generic and
can be applied to different attacks and defenses. We show in this
paper how we use this method to evaluate five common existing
attack techniques (i.e., PRIME-PROBE, EvicT-TIME, FLUSH-RELOAD,
FLusH-FLUSH, PRIME-ABORT) and two categories of defense strate-
gies (i.e., isolation, randomization).

The key contributions of this paper are:

e A novel and generic method to analyze cache side channels
using deep neural networks.

e Modeling of cache side-channel attack techniques and defense
strategies using finite state machines.

o Evaluations and comparisons of different attacks and defenses.

The rest of the paper is organized as follows: Sec. 2 gives the
background of cache side-channel attacks, and deep neural net-
works. Sec. 3 gives the methodology overview. Sec. 4 describes how
to use a finite-state machine to model cache activities and generate
datasets. Sec. 5 describes how we conduct the side-channel analysis
using a deep neural network. Sec. 6 presents the evaluation of our
method. Sec. 7 validates our methodology using real attacks. We
discuss related work in Sec. 8 and conclude in Sec. 9.

2 BACKGROUND
2.1 Cache Side-channel Attacks

CPU caches provide a side channel for information leakage from
the victim’s program to the adversary’s program. The root cause
is the interferences (timing or functional) between the victim and
adversary on the cache usage. As the victim executes on the system,
it may have different cache behaviors when accessing the memory.
These behaviors can interfere with the adversary and cache states.
Then the adversary tries to observe his own cache state or the
victim’s external behaviors (e.g., execution time) to deduce the
victim’s cache behaviors, which might help him steal the secrets.
To capture the victim’s memory traces, the adversary usually
conducts two stages. We abstract these as SET-CHECK. In the SET
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stage the adversary sets some critical cache blocks or sets to certain
states. Then the adversary waits for some time for the victim to
execute. If the victim accesses any of these cache blocks or sets,
it will change the cache states. In the CHECK stage, the adversary
checks the states of the cache blocks or sets to infer the victim’s
memory traces. He can repeat the SET-CHECK stages until he obtains
enough victim’s memory traces to recover the confidential data.
Based on the techniques of setting and checking cache states, we
can classify the cache side-channel attacks into three categories:

Contention-based attacks. The adversary checks if the victim’s
memory accesses cause cache contention with his own activities,
and uses such contention information to deduce the victim’s traces.

PRIME-PROBE attack [37]: the adversary selects an array of mem-
ory blocks that can exactly fill up certain cache sets, which contain
the victim’s secret. Then in the PRIME stage, the adversary reads
each memory block in the array to evict all the victim’s data in these
cache sets. The adversary waits for a certain time and then performs
the PROBE stage, where he again reads each memory block in the
array, and measures the time of each memory access. A large access
time means cache contention occurs, indicating that this cache set
has been accessed by the victim between the PRIME and PROBE
stages. The PROBE stage is the PRIME stage for the next round.

EvicT-TIME attack [36]: similar to the PRIME-PROBE attack, the
adversary also prepares an array of memory blocks that can fill up
the critical cache sets. The EvICT stage is the same as the PRIME
stage, except that typically only one cache set is evicted. After this
stage the victim executes certain blocks of code (e.g., encryption
of one plaintext). The adversary measures the victim’s execution
time as his second stage TIME. A large execution time means that
the victim accesses the critical cache sets during the execution, and
generates cache contention with the adversary.

Reuse-based attacks. This type of attacks assumes that the sys-
tem enables the Kernel Samepage Merging (KSM) technique [1],
where identical memory pages amongst different processes are
merged and shared. So the adversary and victim processes can
share the same pages containing cryptographic codes. The adver-
sary checks if some memory blocks inside these shared memory
pages are used by the victim to infer the victim’s memory access.

FLusH-RELOAD attack [19]: the adversary selects an array of
critical memory blocks from these shared pages. In the FLUSH stage,
the adversary flushes these memory blocks out of the entire cache
hierarchy. Then he waits for a certain interval. In the RELOAD stage,
the adversary accesses these memory blocks and measures the
latency. A short access time for one memory block indicates a
cache hit, as this block has been reused by the victim and brought
into the cache during the interval.

FrusH-FLUSH attack [17]: the setup and first stage is the same as
FLusH-RELOAD. In the second stage, instead of reloading the shared
memory blocks, the adversary still flushes the blocks. If the victim
fetches a block into the cache, then flushing this block will take a
longer time than when it is out of the cache. So FLusH has the same
effect as RELOAD. Besides, a single FLUSH operation can serve as
CHECK for the current round as well as SET for the next round.
Abort-based attacks. Different from the above two timing-based
attacks, the adversary can use the occurrence of aborts to infer the
victim’s access. Specifically, in an Intel Transactional Memory (TSX)
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processor, when the victim evicts the adversary’s transactional
memory block out of the cache, the adversary receives an abort.
This serves as an indication of the victim’s access to a certain cache
set.

PRIME-ABORT attack [11]: the adversary prepares an array of
memory blocks that can fill up a target cache set. The first stage is
also similar to the PRIME-PROBE attack, except that the adversary
also opens a TSX transaction first for his memory blocks. Then
he can just wait for the occurrence of the second stage ABORT.
When the victim evicts the adversary’s block out of the cache, the
adversary observes an abort and he can detect the victim’s access.

2.2 Cache Side-channel Defenses

Different defense systems and methods have been proposed to
protect against cache side-channel leakage. Basically these solutions
follow one of two strategies: isolation and randomization [50].

Isolation. The root cause of cache side-channel attacks is due to
the interference in the physical cache regions (PRIME-PROBE, EvicT-
TIME, PRIME-ABORT) or memory pages (FLUSH-RELOAD, FLUSH-
FrLusH). So one straightforward approach is to isolate the adver-
sary’s and victim’s cache activities. To isolate cache regions, the
cache can be partitioned into different zones by sets or ways via
hardware [13, 31, 51] or software methods [22, 44], and allocate
these zones to different programs. This can effectively prevent
information leakage due to cache set interference, at the cost of
performance degradation. To isolate memory blocks, we can disable
memory page sharing or memory deduplication [52, 58]. This can
defeat reuse-based attacks, at the cost of memory space waste.

Randomization. This strategy aims to introduce randomness to
the adversary’s measurements to make it hard for him to distinguish
the victim’s cache usage. Typical examples of this strategy include
random memory-to-cache mappings [49, 51], randomized cache
prefetches [32], timers [28, 48] and cache states [59]. For instance,
a random eviction cache [55] periodically selects a random cache
block to evict. This adds faked cache activities into the adversary’s
observation, and he cannot distinguish them from the victim’s
activities. A random permutation cache [51] or a NewCache [33, 49]
dynamically randomizes the memory-to-cache mapping for each
process. When the adversary obtains the victim’s cache access trace,
he cannot recover the victim’s memory access trace, as he does not
know the victim’s memory-to-cache mapping.

2.3 Deep Neural Networks

A deep neural network is a parameterized function fy : X — Y
that maps an input tensor x € X to an output tensor y € Y. Vari-
ous neural network architectures have been proposed and applied
to different tasks, e.g. multilayer perceptrons [42], convolutional
neural networks [27] and recurrent neural networks [43].

We use multilayer perceptrons as an example. A neural network
usually consists of an input layer, an output layer and a sequence
of hidden layers between the input and output. Each layer is a
collection of units called neurons, which are connected to other
neurons in the previous layer and the following layer. Each connec-
tion between the neurons can transmit a signal to another neuron
in the next layer. In this way, a neural network transforms the
inputs through hidden layers and then the outputs, by applying a
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linear function (weight: W;, bias : b;) followed by an element-wise
nonlinear activation function ¢; (e.g. sigmoid, ReLU or softmax)
in each layer i, as shown in Equation 1.

h1 = ¢1(Wrix + by)
hy = ¢2(Wahy + b2)

hn = ¢n(Wnhn-1 + bp)
Y = ¢n+1(Wns1hn + but1)

Model training. The training process of a neural network is to
find the optimal parameters 0 that can accurately reflect the re-
lationship between X and Y. To achieve this, a training dataset
Dptrain — {xi”“i",yi’r“i"}{i1 with N samples is needed, where
xl.”“i" € X is the feature data and yfr“i” € Y is the corresponding
ground-truth label. Then a loss function L is adopted to measure
the distance between the ground-truth output yf rain and the pre-
dicted output fp(x!" ainy The goal of training a neural network is
to minimize this loss function (Equation 2). Backward propagation
[16] and stochastic gradient descent [41] are commonly used meth-
ods to approximately achieve this goal. The optimal parameters 6*

together with the network topology form the deep learning model.

N
0" = argmin(} Ly ", fo(xi™")) )
i=1
Model inference. After the model training is completed, given
an input x, the corresponding output can be calculated as y =
fo+(x). This prediction process is called inference. We can also
calculate the prediction accuracy of the model over a testing dataset
Dptest = {xit“t, yge”}f\il to measure the model’s performance. For
a classification problem where the output is a discrete number of
values, the prediction accuracy is defined in Equation 3, where I is
the indicator function, i.e., I(a = b) = 1 when a = b, and 0 when
a#b.

N
ace(D'!, fgo) = = > Wfor (xfo1) = yies") 3)

1
N i=1

3 METHODOLOGY OVERVIEW

We aim to provide a generic methodology to quantitatively measure
and compare the side-channel adversary’s capabilities, as well as the
effectiveness of defense solutions. To achieve this, deep neural net-
works are adopted to conduct the side-channel analysis and evalua-
tion. The key insight that motivates the design of this methodology
is that the goal of a deep neural network is to learn the relationship
between feature variables and label variables given a number of
training data, and then use this relationship to predict the label from
a given feature. This exactly matches the goal of a side-channel
adversary: learning the relationship between the side-channel ob-
servation and sensitive information, and then predicting the victim’s
sensitive information from the adversary’s observations. Therefore,
a side-channel attack can be modeled as a deep neural network: the
input features of the network are the adversary’s observation, and the
output labels of the network are the victim’s execution information.
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Figure 1: Methodology overview.

The state-of-the-art deep learning methods can discover such rela-
tionships automatically, and the prediction accuracy can serve as a
metric for evaluating how much information is leaked via the side
channel under a specific attack and system setting.

A key technical challenge in our design is how to generate the
dataset for neural network training and evaluation. One method
is to collect memory traces from real-world attacks in real sys-
tems. While feasible, this method requires implementations of side-
channel attacks and defenses, which are difficult to obtain (e.g., new
hardware designs) and usually very time-consuming. An alternative
solution is to collect memory traces from simulating attacks and de-
fenses. However, a cycle-accurate simulator is extremely slow and
can take several days for simulating a side-channel attack. To solve
this challenge, we propose to use finite-state machines to model the
key characteristics of different attacks and defenses, and generate
neural network datasets. Specifically, the status change of a cache
block (for a reuse-based attack) or a set (for a contention-based
attack or an abort-based attack) is modeled as a state machine. The
adversary’s and victim’s activities can change the states of the cache
block or set. Then the cache in consideration is modeled as the com-
bination of all state machines of its sets or blocks. The adversary’s
observation and victim’s memory activities are collected during the
state machine execution. Using this method we can quickly collect
enough data to train and evaluate the neural network.

Figure 1 shows the overview of our methodology. It consists of
two steps. The first step is to construct the datasets for the neural
network by state machine modeling. We provide a generic method
to build state machines for different attacks and defenses. To build
a state machine, one attack strategy 14¢/4¢k (Equation 4) and one
defense strategy 14¢f€ns¢ (Equation 5) need to be provided. The
definitions of each term in the two strategies can be found in Table
1. The attack strategy will affect the adversary’s behaviors and the
defense strategy will affect the system configurations during cache
modeling. We discuss the impacts of these factors in Section 4.1,
and evaluate the effectiveness of the strategies in Section 6.

The output of the cache modeling step is a training dataset
D!ré4in and testing dataset D?€S?. If the goal is to measure the
adversary’s capability in a side-channel attack, the correspond-
ing attack strategy 19/£9¢k js specified, while the defense strategy
Jdefense s sot as a conventional cache (i.e, set P as null). Then the
built state machine and generated datasets can reflect the adver-
sary’s capability of stealing information. If the goal is to quantify
the effectiveness of a defense solution, the corresponding defense
strategy A9ef€ns¢ js specified, while the attack strategy 19¢1ack
is maximized (i.e., set the highest speed S, coverage C and attack
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T | Attack technique of SET-CHECK (Sec. 2.1)
Attack | S | Relative speed of adversary’s memory access to the victim’s memory access
Strategy | C | Percentage of the critical cache/memory region the adversary can cover

D | Attack duration the adversary needs to discover the side-channel relationship.
Defense | A | Cache architecture, including number of cache sets, set-associativity, etc.
Strategy | P | Cache security policy. This can include cache isolation or randomization (Sec. 2.2)

Table 1: Parameters of attack strategies and defense strate-
gies in modeling side-channel attacks

duration D). Then the state machine and datasets can reflect the
resilience of the defense system against the strongest attack.

Aattack - {T,S,C,D} (4)

Adefense ={A,P) (5)

In addition to the attack strategy and defense strategy, the con-
structed datasets are also determined by the target victim program
(Figure 1), i.e., the victim’s memory traces. Since our goal is to
analyze the effectiveness of the attack strategy or defense strat-
egy, we can fix the victim behavior during cache modeling. In our
experiments, without loss of generality, we model the victim pro-
gram as accessing a random cache block within a critical region
at a fixed speed. It is also possible to use the memory traces of
the victim’s actual program, e.g., AES, as the victim’s behavior to
generate datasets.

The second step is to train the neural network and evaluate its
accuracy. This simulates the process of side-channel analysis and
secret recovery. In the training phase, a neural network model is
built over the training dataset D"%" to reveal the relationship
between the side-channel information and secrets. In the inference
phase, the testing dataset D*¢S? is used to check how accurate this
model is. The evaluation results are used as the metric of the ad-
versary’s capability. This represents how much critical information
the adversary can obtain correctly from his observations. A weak
adversary will have a low accuracy as his observation has little re-
lationship with the secrets. This metric can also be used to quantify
the effectiveness of a defense solution. An effective solution tries to
maximize the loss function and minimize the correlation between
input and output tensors in the model training phase. Then we will
observe a low prediction accuracy in the model inference phase.

In Sec. 4 we show how to model cache activities under different
types of attacks and defenses for datasets generation. In Sec. 5 we
show how to design, train and evaluate the neural network.

4 DATASET CONSTRUCTION

We first describe an abstract state machine model for the side-
channel operations. Then we show how models of specific attacks
and defenses can be derived from the abstract one.

4.1 An Abstract Model

Modeling a single cache object . Figure 2a shows the state ma-
chine of an “object” in cache modeling. An “object” can be an entire
cache set when the adversary acts on the cache set to retrieve in-
formation (e.g., PRIME-PROBE, EvICT-TIME, PRIME-ABORT). It can
also be a memory block when the adversary only needs to operate
on individual memory blocks. (e.g., FLUsH-RELOAD, FLUSH-FLUSH).
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Figure 2: The abstract state machine.
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Figure 6: FLusH-FLUSH state machine.

The cache object is modeled as one of these states based on the SET
and CHECK operations:

Aj: the adversary just finishes CHECk on this object.

Ag: the adversary just finishes SET on this object.

V: this object is accessed by the victim between SET and CHECK.
N: this object is accessed between SET and CHECK, but not by
the victim.

In Figure 2a we show the transition rules with the source/des-
tination states. We also show the adversary’s observations from
CHECK (x in blue) and victim’s activities (y in blue) collected during
the state transitions to form the datasets. Basically the adversary’s
activities (i.e, SET and CHECK), the victim’s activities (y), and other
processes’ activities (not marked in the figures) can cause state
transitions. We describe each possible transition below. Algorithm
1 shows the algorithm of these rules.

e Aj — Ajy:in state Ay, if the adversary conducts SET, the object
jumps to state Ag. Note that we do not consider the transitions

Figure 3: PRIME-PROBE state machine.
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Figure 5: FLusH-RELOAD state machine.
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Figure 7: PRIME-ABORT state machine.

A1 - Vor A; — N because we assume that the adversary
conducts SET immediately after CHECK.

e Ay — V:in state Ay, if the victim accesses this object, the object
jumps to state V. This access is recorded into the dataset.

e A, — N:in state Ay, if a process other than the victim or the
adversary accesses this object, the object jumps to state N.

e N — V:in state N, if the victim accesses this object, the object
jumps to state V. This access is collected into the dataset.

e N — N: in state N, if a process other than the victim or the
adversary accesses this object, the object stays in state N.

e V — V:in state V, any accesses to this object makes it stay
in state V. This is because state V denotes that this object has
already been accessed by the victim between SET and CHECK.
So other events will not change the state except CHECK. If it is a
victim’s access, it is recorded into the dataset.

e V- Aj:in state V, when the adversary conducts CHECK, the
object jumps back to state A; and the adversary captures some
information caused by the victim’s activity. Such information is
recorded into the dataset.
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Algorithm 1: Modeling a single cache object

Algorithm 2: Modeling multiple cache objects

function StateMachineTransition(State, Activity)
if State = A1 then
if Activity = adversary:SET then
‘ NewState = Ap
Observation = False
end
end
if State = Ay then
if Activity = adversary:CHECK then
‘ NewState = A
Observation = False
end
if Activity = victim:access then
‘ NewState = V
Observation = False
end
if Activity = other:access then
‘ NewState = N
Observation = False
end
end
if State = V then
if Activity = victim:access|other:access then
‘ NewState = V
Observation = False
end
if Activity = adversary:CHECK then
‘ NewState = A1
Observation = True
end
end
if State = N then
if Activity = victim:access then
‘ NewState = V
Observation = False
end
if Activity = other:access then
‘ NewState = N
Observation = False
end
if Activity = adversary:CHECK then
‘ NewState = A1
Observation = True
end

end
return {NewState, Observation}

end

e N — Aj:in state N, when the adversary conducts CHECK, the
object jumps back to state A; and the adversary captures some
information caused by processes other than the victim. Such in-
formation is recorded into the dataset and the adversary cannot
distinguish if this activity is caused by the victim or not.

e Ay — Aj:in state Ap, when the adversary conducts CHECK, the
object jumps to state Aj. The adversary does not capture any
information since no activities occur between SET and CHECK.

Modeling multiple cache objects. To consider all the activities
within the critical cache region, all the objects in this region are
included, with each one modeled as the state machine in Figure 2a.
Figure 2b shows how n cache objects are modeled within the critical
cache region under a side-channel attack. $i¢, S ib and Si¢ denote
that the ith object is in different stages in the jth round. Basically for
each round the adversary conducts SET on each object, waits for a
certain time (could be zero) and then conducts CHECK on each object.
The victim’s memory activity is modeled as randomly accessing one
critical cache block in the critical region at a constant speed. The
adversary’s observation from the CHECK operation, and the victim’s
memory activity form a data sample. The adversary repeats these
operations and a dataset is thus constructed. Algorithm 2 describes
this process.

function DataSetGeneration(Nopject Nround)
forj=1...Nyynq do
fori=1... Nobject do
Jb
s/
while adversary is waiting do
if victim’s access to object then

L= StateMachineTransition(S{a, adversary:SET)

{S].b, -}= StateMachineTransition(S{b, victim:access)
i_
X =1
end
if other access to this object then
‘ {S{b, -}= StateMachineTransition(S{b, other:access)
end
end
Je _
Si» =5 )
-\, Observation} = StateMachineTransition(S; ", adversary:CHECK
SJ., Observation} = StateMachineTransition(S/, adversary:C
if Observation = True then
| =
J

end

Jjb

i

end
end

return {x; =[x}, x%, ... xP] yi = [yl y% . yP 1IN

end

4.2 Modeling Specific Attacks

The models of specific side-channel attacks can be derived from
the abstract model with minor changes.

Contention-based attacks. In PRIME-PROBE and EvicT-TIME at-
tacks, a cache set is considered as an object. So we model each
critical cache set as a state machine.

PRrIME-PROBE attack: the modified state machine of a cache set is
shown in Figure 3a. As we described in Sec. 2.1, the PROBE operation
is the PRIME operation for the next round. so the adversary just
needs to conduct one PROBE operation continuously. As a result,
the states A1 and Ay are combined into a new state A1z. For the
dataset, X denotes if the PROBE encounters a cache hit or miss. X is
a hit for the transition A2 — A1z, as no other activities happen in
this cache set during the interval and the adversary’s cache blocks
are not evicted out. X is a miss for transition V+ A1z or N — A1y
as the victim or other processes access this cache set and evict
the adversary’s data out. Y/ denotes if the victim accesses this set
during the interval. It happens for transitions A1 = V,N— V
and V> V.

One change is also required to the model of multiple cache objects
(Figure 3b). Since the SET and CHECK are combined into one opera-
tion, we remove the state Sj’:“ and the SET operation for each round
Jj and each object i. One CHECK (or PROBE) operation is enough in
each round. This operation collects the adversary’s observations,
as well as sets the cache state for the next round.

EvicT-TIME attack: Figure 4a shows the state machine of a cache
set. Since the EvicT and TIME are two different operations, the
A1 and Aj states are separated. X denotes if the measured time
of the interval is long or short!: a short time means there is no
memory access to this set (Az — A1) and a long time means this

Typically the interval in the EvicT-TIME attack is one encryption block, and the
adversary collects a large number of measurements to calculate the average time. Our
model just abstracts the interval as one memory access to ignore the average effort.
This is a special case for EvicT-TIME where the adversary’s capability is maximized. It
still represents the essential feature of EvicT-TIME attack
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set is accessed during this interval (V + A1 or N — Aj). Similarly,
Y denotes a victim’s access to this set.

Figure 4b shows the model of multiple objects in EvicT-TIME.
Different from the abstract one, there are no wait intervals. After
the adversary sets the cache state, he immediately measures the
victim’s access time. Thus the victim’s activity and the adversary’s
observation occur at the same phase.

Reuse-based attacks. In FLusH-RELOAD and FLusH-FLUSH attacks,
a cache block is treated as an object.

FLUSH-RELOAD attack: as shown in Figure 5a, the state machine
in FLUSH-RELOAD is quite similar to EvicT-TIME. The difference
is that an access to this cache block will cause a cache hit for the
adversary’s observation X, as this cache block is brought to the
cache by the victim. If the cache block is not accessed during the
interval, then X is a cache miss. Figure 5b shows how we consider
multiple cache blocks. The model is exactly the same as the abstract
one, with SET as FLusH and CHECK as RELOAD.

FrusH-FLUsH attack: similar to PRIME-PROBE, this attack uses
just one operation FLUsH to both SET and CHECK the target memory
block. So the state machine is also similar (Figure 6a). X is a cache
hit when there is an access to this block and a cache miss when
there is not. The model of multiple cache blocks is also similar to
that of PRIME-PROBE.

Abort-based attacks. In PRIME-ABORT attacks, a cache set is con-
sidered as an object.

PRIME-ABORT attack: different from PrRIME-PROBE attack, this
attack checks the cache set states by observing an abort signal. So
the state machine (Figure 7a) is also different: first, states A; and
A are separate because the adversary has two different operations.
Second, there is no transition Ay — Aj because once the adversary
conducts the PRIME operataion, it will wait until one process evicts
his data out of the cache set and triggers an abort. Third, access
to any set inside the critical region can trigger the abort to the
adversary. So there are no transitions V+— V, N+ Vor N — N.
We will compare the efficiency of PRIME-PROBE attack and PRIME-
ABORT attack caused by these differences in Sec. 6.

Figure 7b shows the model of multiple cache sets. The victim’s
access triggers the abort signal in the adversary’s observation, so
they happen in the same phase. This is similar to EvicT-TIME.

4.3 Modeling Defense Solutions

In addition to the adversary’s behaviors, the cache system and de-
fense solutions that can affect the attack effects also need to be
modeled. We show how to model the cache security policy P in the
defense strategy A9¢/€"s¢_We consider isolation and randomiza-
tion, as introduced in Sec. 2.2.

Isolation. Isolating the adversary’s and victim’s cache activities
indicates that there are no transitions between states Ay (Az), V
and N. So in Figure 2a transitions Ag —» V, A » N, V- A1, N
— Aq, and N = V are removed. By doing so, each object will fall
into one of the three possibilities: restricted to states Aj and Ag,
restricted to state V, and restricted to state N. The specific attack
models in Figures 3a — 7a can be modified in a similar way.

Randomization. We use two examples to illustrate how random-
ization policies are modeled in the cache state machines.
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Adding random cache activities: the idea is to add random fake
noise to the adversary’s observation. For attacks that target the
entire cache sets (PRIME-PROBE, EVICT-TIME, PRIME-ABORT), a ran-
dom cache set is selected frequently and dynamically, and one block
from this set is evicted out of the cache [55]. To model such scheme,
state N and the corresponding transitions are used. A random ob-
ject is selected. If the object is in state Ay (Figure 2a), a transition
Ay — N is generated to denote random eviction of the adversary’s
block. Later on this cache set will go back to A and the adversary
observes an activity with the CHECK operation. However, he cannot
distinguish whether the source of this transition is V or N. This
uncertainty can lower the adversary’s prediction accuracy. If the
selected object is in state V, then the object will still stay in state V
after evicting out the victim’s block in this set. This will not add
noise to the adversary’s observation.

For attacks that target individual cache blocks (FLusH-RELOAD,
FLusH-FLUSH), more processes that share the same cache blocks
with the adversary and victim [58] can be added. Similarly, state
N can be used to model the effects of other noisy processes that
the adversary is not interested in. The transition A — N can be
viewed as generating a false alarm to the adversary’s observation.

Randomizing memory-to-cache mapping: this scheme is effective
for contention-based and abort-based attacks, but not for reuse-
based attacks. A mapping table is kept for each process to map the
memory addresses to cache sets. Two random sets are dynamically
swapped in each mapping table to randomize the memory-to-cache
mapping. For each swap the data that belong to that process in
these two sets also need to be evicted out. By doing so each pro-
cess’s memory-to-cache mapping is random and different. When
the adversary captures a cache set access, he can not get its memory
address. This can prevent information leakage.

5 DNN TRAINING AND INFERENCE

5.1 Dataset Processing

The first step is to process the dataset generated from Sec. 4. We
consider a critical cache region with n objects. These objects store
the victim’s secrets. A dataset with S samples is generated. So the
cache activities for S SET-CHECK rounds need to be modeled. In
each round one sample is collected.

The input of a sample can be formatted as an n-dimensional
vector xj = [x}, x?, s xl.”], to denote if the adversary observes an

activity in each object during round i. If x{ = 1, then the adversary
observes an activity in the jth object in round i. For PRIME-PROBE
attack, this is a cache miss in cache set j. For FLUSH-RELOAD and
FLusH-FLUSH attacks, this is a cache hit in cache block j. For PRIME-
ABORT attack, this is an abort event to the adversary’s program. If
x{ = 0, then the adversary does not observe any activity in object j.

The output of a sample can also be formatted to an n-dimensional
vector y; = [y%, yf, -»»Y1'], to denote the access event of each object

by the victim during round i. If y{ = 0, it means the jth object is not

accessed by the victim in this round. If yf = k, it means that the jth
object is accessed by the victim in this round, and it is the kth access
of the victim. For instance, considering a 5-object cache region. If
yo = [0,0,0,0,0], it indicates that the victim does not access the
region in round 0. If y; = [0, 0, 1,0, 0], it means that the victim only
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accesses the third object in round 1. If yp = [0, 2,0, 0, 1], it indicates
that in round 2, the victim accesses the fifth object first, and then
the second object. Note that in this way the output also records the
victim’s access order. The adversary’s prediction accuracy of the
objects accessed and their access order in each round is measured.

5.2 Training

Given the training dataset, a neural network is trained to establish
the relationship between the adversary’s observation and victim’s
access. In this paper we choose a multilayer perceptron network
(Sec. 2.3) with three hidden layers. These hidden layers have the
same shape as the input/output (i.e., n-dimensional vector), and the
ReLU activation function is applied to each layer following a linear
transformation (Equation 1). The softmax function is applied to
the final layer to get the output. Our evaluations in Sec. 6 show
that this network architecture is already powerful enough to reveal
information leakage in various side-channel attacks.

The cross entropy is chosen as the loss function. This loss func-
tion denotes how much the adversary’s guessing is wrong on the
training dataset. Stochastic gradient descent is exploited to find the
optimal parameters that can minimize this loss.

5.3 Inference

After obtaining the trained model with optimized parameters, the
prediction accuracy over the testing dataset is measured to quan-
tify the adversary’s capability or the effectiveness of the defense
solution. The prediction accuracy is defined as the ratio of the vic-
tim’s accesses that the adversary can correctly predict over the total
number of victim’s critical accesses.

Specifically, for one sample {x;,y;} collected at round i, we as-
sume that the victim makes k memory accesses. We denote that
these kK memory accesses touch the objects Ij, Iy, ..., [y in chrono-
logical order. According to the data formation rule in Sec. 5.1, for
the ground-truth label y;, yfl =1, yll? =2, .., yfk = k, and the rest
of the elements are all zero.

Then the predicted label is calculated as §; = fy-(x;), which is
also an n-dimensional vector. The top-k elements in 7j; are selected 2.
The values of these elements are changed to 1, 2, ..., k based on the
order discovered by the CHECK operation, while the other elements
in ¢j; are set to zero. The ratio of the top-k elements in ¢; that match
the values of the corresponding elements in y; are checked as the
accuracy of this sample. The total accuracy is the average accuracy
of all the samples in consideration.

We use a 5-object cache region as an example to illustrate the ac-
curacy prediction process. Assume the ground-truth label yo =
[0,0,1,0,0]. If 4o = [0.01,0.02,0.93,0.03,0.01], then the top-1
element is the third one, and the output is converted to o =
[0,0,1,0,0]. This exactly matches yo, and the accuracy of this
sample is 100%. If ijp = [0.01,0.02,0.45,0.51,0.01], then it is con-
verted to 3o = [0,0,0,1,0], and the accuracy becomes 0% since
the model mis-predicts the victim’s access from the third object
to the fourth object. Assume the victim has two accesses in one

2We make the assumption that the adversary knows the number of victim’s memory
accesses in each attack round. This maximizes the adversary’s capability. He can
deduce the number of victim’s accesses in each period by checking the attack time
and knowledge of victim program and runtime characteristics.
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round, and the ground-truth label now becomes y; = [0,0, 1, 2,0].
If the predicted output is j; = [0.01,0.02,0.55, 0.41,0.01], then the
top-2 elements are the third and fourth ones, and the output is con-
verted to 1 = [0, 0, 1, 2, 0]. This prediction gives a 100% accuracy. If
y1 = [0.01,0.02,0.48,0.22,0.27], then the output is post-processed
as y; = [0,0,1,0,2], and the prediction accuracy becomes 50%,
since it only correctly predicts one access out of two.

6 EVALUATION

We write python code to build the state machines and construct
the datasets for different attacks and defenses. Specifically in this
evaluation, we consider a critical cache region of 64 sets with 16
ways. Note this region is not necessarily the whole cache: it can be
the region that stores the victim’s critical information, e.g., cryp-
tographic lookup tables. We assume that the victim’s critical data
are stored in one cache block in each of the 64 sets (for a large
conventional set-associative cache, it is very common that each
critical block is mapped to a different cache set [34]). We model
multiple attack rounds as described in Sec. 4.1. In each round we
record the adversary’s observation X and victim’s access trace Y.

We implement the deep neural network in MxNet (version 0.11.0)
[9]. We train the multilayer perception neural network using sto-
chastic gradient descent with a learning rate of 0.01, and a batch
size of 64. We have 6,400 samples as training dataset by default and
640 samples as testing dataset. We measure the prediction accuracy
over the testing dataset.

6.1 Attack Strategies

We first consider the effects of the attack strategies, A4* ack which
were detailed in Sec. 2.1. To do so, we change and compare different
attack strategies on a conventional cache without any defenses.

Attack techniques. First we compare different attacks within the
same categories, i.e., PRIME-PROBE VS. EvicT-TIME in the contention-
based category, and FLusH-RELOAD VS. FLUSH-FLUSH in the reuse-
based category. We describe the reuse-based category as an example
below. The contention-based category has the same conclusion. For
the state machines, the difference between Figures 6a and 5a is
that in Figure 5a there are two states A1 and Ag while in Figure
6a there is only one Ajpy. If there are no activities happening be-
tween A1 and Ay in Figure 5a, we can simply combine them into
one, and convert the state machine into Figure 6a. So the attack
techniques within the same category should have the same effect.
If there are intervals between two rounds, i.e., between CHECK in
one round and SET in the next round, and the victim has actions
during these intervals (we do not show such transition in Figure
5a), then the adversary cannot capture these actions and will have
a lower prediction accuracy.

Figure 8 shows the comparisons of prediction accuracy in these
two attacks. In this figure, the x-axis is the number of training
epochs and y-axis is the accuracy. We assume that there is a victim
access between each SET and CHECK round. The black line shows
the prediction accuracy of the FLusH-FLUSH attack. The adversary
can achieve 100% accuracy after enough training epochs, indicating
that he can easily figure out all the victim’s accesses with the correct
order. The remaining lines show the adversary’s accuracy in FLUsH-
ReLoAD with different interval sizes between each round. The red
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line (interval = 0) is the case that the FLUSH operation immediately
follows the RELOAD operation in the previous round. We observe
the attack effect is the same as the FLusH-FLUusH. The blue line
(interval = 0.25) is the case that the RELoAD — FLUSH interval is
1/4 of the FLusH — RELOAD interval. The adversary cannot achieve
100% accuracy as he cannot capture the victim’s access between the
ReLOAD - FLusH interval. The larger the interval is, the lower the
prediction accuracy the adversary gets. The comparison between
PRIME-PROBE and EvicT-TIME has similar results (not shown).

To conclude, if there is no interval between CHECK and SET

operations, the attacks in each category are essentially the same.

Note that we abstract the SET and CHECK operations and treat them
the same in all the attacks. In practice, conducting the CHECck and
SET operations are different for different attacks. This makes these

epochs

Figure 13: Prediction accuracies for
random eviction
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Figure 14: Prediction accuracies for
random memory-cache mapping

attacks different in efficiency. For instance, flushing a cache block
is faster than reloading the cache block. So FLusH-FLusH is claimed
to be faster than FLusH-RELOAD [17]. In EvicT-TIME, the adversary
needs to conduct a large quantity of encryptions and calculate the
average time to obtain the results of the TIME operation. So it also
takes longer time than PRIME-PROBE attack.

Second, we compare contention-based and reuse-based attacks.
Figure 9 shows the results of the PRIME-PROBE attack (black line)
and FLusH-FLUSH attack (red line). We also assume that there is
exactly one victim’s access between each SET and CHECK round.
We observe that these two attacks have the same effects, as they
have the same state machine modeling.

We also abstract the SET and CHECK operations in the two at-
tacks. If we consider their implementation, the attack effects will be
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different: the FLusH-FLUSH attack only needs to issue one instruc-
tion for each operation, while the PRIME-PROBE attack needs to
access the entire cache set to complete one operation. So in practice,
FLusH-FLUsH is more efficient than PRIME-PROBE. But it also has
an extra requirement: memory page sharing.

Third, we consider the comparison between PRIME-PROBE and
PRIME-ABORT. The difference between these two attacks is the
CHECK operation: in PRIME-PROBE, the adversary scans each entire
cache set to identify the victim’s footprints; in PRIME-ABORT, the
adversary just waits for the abort signal to capture information —
the victim’s access to any critical cache set can cause the adversary’s
abort, and he cannot distinguish which set is touched by the victim.

Figure 10 shows the results of the two attacks. We consider two
cases: the number of critical cache sets is 1 and 64. From this figure
we can observe that when there is only one target cache set, then
PRIME-PROBE and PRIME-ABORT can both achieve 100% accuracy.
This is straightforward as the adversary can accurately capture the
victim’s access to this set by either PROBE or ABorT. However, when
the number of critical cache sets is 64, the PRIME-PROBE adversary
can achieve 100% accuracy after some training epochs, while the
PRIME-ABORT adversary has a very low prediction accuracy, as he
cannot tell which set is accessed by the victim when he gets an abort
signal. So when the victim’s secrets are stored in multiple cache
sets, the PRIME-PROBE attack is more efficient as it can get more
fine-grained information about each set. In practice, the PRIME-
ABORT is easier and more practical to implement as it does not need
to do anything for the CHECK operation, while the PRIME-PROBE
needs to scan the entire cache set.

Attack factors. We consider other factors that can affect the attack
effects. We use the PRIME-PROBE attack as an example. Other attacks
have similar conclusions.

First we consider the attack speed. This factor can significantly
affect the feasibility of attacks: the faster the adversary can conduct
SET-CHECK, the more fine-grained information he can infer from
the cache states. A lot of techniques have been proposed to increase
the adversary’s speed relative to the victim’s accesses [19, 57].

Figure 11a shows the model prediction accuracy when the ad-
versary conducts the PRIME-PROBE at different speeds. We set the
relative speed of PRIME-PROBE to the victim’s access as 1 (black line:
the victim has one access within one PRIME-PROBE round), 0.5 (red
line: the victim has two accesses within one round) and 0.25 (blue
line: the victim has four accesses within one round). We observe
that lower relative speed leads to lower accuracy. When the relative
speed is 1, the adversary can easily figure out all the accesses in
the correct order. When the relative speed is smaller, the victim
issues more cache accesses within one round. This decreases the
adversary’s accuracy because the adversary cannot recognize the
relative order of these two accesses. Such uncertainty causes low
prediction accuracy.

Second, we consider attack coverage, defined as the ratio of the
critical objects that the adversary can cover. The higher coverage
the adversary can achieve, the more information he can obtain.

Figure 11b shows the prediction accuracy under different cov-
erages for the PRIME-PROBE attack. The baseline is the case where
the adversary can affect all the objects (coverage=1), and the neural
network model can achieve 100% accuracy. When the coverage is
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reduced to 0.5, the adversary can only interfere with half of the
victim’s memory accesses, so the accuracy decreases to around 50%.
When the coverage is 0.25, the accuracy drops to 25%. A coverage
of 1/n gives an accuracy of approximately 1/n X 100%.

Third we consider the attack duration. The attack duration is
determined by the number of attack rounds (i.e., number of training
samples) required to identify the side-channel relationship. The
adversary expects a short attack duration, which might enable him
to collect enough samples for training before the victim makes any
changes or deploys defenses.

Figure 11c shows the prediction accuracy of PRIME-PROBE attack
with different numbers of training samples. From this figure we
observe that reducing the number of samples does not affect the
accuracy. It only takes longer time to analyze these samples to gen-
erate the model. This indicates that the neural network is powerful
to reveal the side-channel relationship even with a small number
of training samples, at the cost of longer offline analysis time.

6.2 Defense Strategies

Next we show how to use the neural network approach to quantify
the effects of different defense solutions. We evaluate two cate-
gories of defenses: isolation and randomization. We maximize the
adversary’s capability, i.e., the relative speed of SET-CHECK to the
victim’s access is 1, the cache region coverage is 1, and the adversary
can collect arbitrary number of training samples.

Isolation. We use the PRIME-PROBE attack as an example to mea-
sure the effectiveness of isolation. We can physically partition the
CPU cache into two zones (by sets or by ways). One zone is al-
located to the victim and the other is allocated to the adversary.
Other isolation approaches on other attacks (e.g., disabling page
sharing to defeat FLusH-RELOAD or FLUsH-FLUsH attacks) have sim-
ilar results. Figure 12 shows the model prediction accuracy with
no cache partitioning (black line), partitioning by ways (red line)
and partitioning by sets (blue line). We can see that both of the two
partitioning policies can reduce the prediction accuracy to close to
zero. When the cache is partitioned by sets, the adversary cannot
observe any cache misses as the victim cannot interfere with the
adversary’s data. When the cache is partitioned by ways, the ad-
versary are always cache misses caused by himself as the number
of ways allocated to him is reduced. In either case the adversary’s
observation is totally independent of the victim’s activities.

Randomization. We consider two randomization approaches, as
introduced in Sec. 2.2. The first one is to add random cache activities
to the adversary’s observation. We use the random eviction policy
in PRIME-PROBE attack as an example, where a cache block in a
random cache set is periodically selected to be evicted out. Other
policies of adding random cache activities for other attacks (e.g.,
adding noisy processes in reuse-based attacks) are essentially the
same and have similar results. Figure 13 shows the model prediction
accuracy at different random eviction speeds (i.e., how many cache
blocks are evicted during one PRIME-PROBE round). We can observe
that a faster eviction speed can significantly reduce the model
prediction accuracy. When the eviction speed is 16, the prediction
accuracy is 0.1, indicating that the adversary’s observation has a
very weak dependency on the victim’s activities.
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Figure 15: Simulation results of PRIME-PROBE attacks [55] on different types of secure caches

The second approach is to randomize the memory-to-cache
mappings to defeat contention-based or abort-based side-channel
attacks (Random Permutation [51], NewCache [33, 49]). We use
PRIME-PROBE attack as an example, and randomly and dynami-
cally change the mapping from memory addresses to hardware-
remapped cache sets for the adversary’s and victim’s processes.
Figure 14 shows the accuracy of the adversary’s prediction of the
victim’s memory traces, from his observation, with and without
random memory-to-cache mapping mechanisms. When the random
mapping is enabled, the adversary’s observation has no relationship
with the victim’s memory trace due to the dynamic and random
mapping. The prediction accuracy is very low, close to random
guessing.

7 METHODOLOGY VALIDATION

To validate the deep-learning based approach, we also conducted
actual attacks to confirm some results of our side-channel analysis
from Sec. 6. Here we only show the validation and comparison
about different defense strategies.

Recall that in Sec. 6.2 we show the quantification results of
PRIME-PROBE attack under different defense policies as a repre-
sentative (Figures 12, 13 and 14). So we adopt the results of actual
PRrIME-PROBE attacks from [55] for comparison. Figure 15 shows the
simulation results from the gem5 platform, a popular cycle-accurate
simulator. The victim runs an AES-128 encryption program (i.e.,
the key length is 16 bytes). The adversary runs the PRIME-PROBE
attack [36] to steal the encryption key. The two programs share the
same level 1 cache, and different defense policies are implemented.

Figure 15 shows the recovery results of the first key byte. The
values of the other 15 key bytes can be leaked in a similar way. The
x-axis shows the possible values of this key byte (0 — 255). The
y-axis is the probability of the key-byte value from the attack. Thus
the solid red line is the probability distribution of key-byte values
the adversary obtains. We also show the correct key value as dotted
blue lines in the figures.

When no defense is implemented (Figure 15a), 8 values (out of
256) are more likely than others (more than 10% probabilities from
the attack results), and the correct key-byte value is among them.
So the adversary is able to narrow down the key-byte scope, and
the attack on this conventional cache succeeds. When the cache
is statically partitioned (SP) between the victim and the adversary

(Figure 15b), the attack does not produce any distinguished candi-
date keys. Thus the attack on partitioned cache fails. We achieve the
same conclusion for the random permutation policy (Figure 15d).
For random eviction policy (Figure 15¢), we consider two random
eviction speeds: RE1000 (a random cache block is evicted every
1000 memory accesses - in red) and RE10 (a block is evicted every
10 memory accesses - in black). We can see that random eviction
cache is still vulnerable to the PRIME-PROBE attack. A faster random
eviction speed leaks less information to the adversary. Comparing
Figures 12, 13, 14 and 15, we confirm that the results from the neural
network analysis are consistent with the results from actual attacks.

8 RELATED WORK

Different models and methods were proposed to evaluate side-
channel attacks. They can be mainly classified into three categories.

The first category proposes new metrics. Some work used mutual
information and guessing entropy to evaluate the feasibility of key-
recovery [45], estimate the upper bound of information leakage [26],
improve the adversary’s strategy [25], and evaluate the security of
defenses [55]. Cafiones et al. [8] built Mealy machine and adopted
Markov chain to quantify the amount of information absorbed by
the cache, and the amount of information extracted by the adversary.
Some work adopted the success rate metric [45] to calculate the
probability that the adversary can detect a memory access [12]
or determine the best attack strategy [40]. A more popular metric
is to calculate the correlation between the victim’s execution and
adversary’s observation. Several studies followed this direction, e.g.,
time-driven analytic model [47], Side-channel Vulnerability Factor
(SVF) [10], timing SVF [5], Cache Side-channel Vulnerability (CSV)
[54].

The second category uses information flow tracking to capture
side-channel information leakage. Porras and Kemmerer designed
the technique of covert flow trees to systematically detect and
identify covert channels between processes [38]. New hardware
languages were designed which use static information flow tracking
to verify side-channel leakage in hardware design [14, 53]. He and
Lee built an analytic probabilistic information flow tracking model
to evaluate side-channel vulnerabilities of different caches [20].

The third category includes formal verification of side channels.
Svenningsson and Sands [46] built models of timing side-channel
leakage from the program code level. Bacelar et al. [3] adopted the
self-composition technique to verify the non-interference property
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of cryptographic software, thus to evaluate the effectiveness of
side-channel countermeasures.

Different from these prior studies, we adopt a neural network to
quantify side channels. Compared to other methods, our approach
has the following advantages: (1) metrics proposed by prior work
assume that the adversary’s observation and victim’s execution
have a linear relationship [5, 10, 47, 54], which greatly limits their
applicability. In contrast, our neural network model can discover
non-linear relationships and can be applied to evaluate more types
of side channels; (2) some prior work need to manually deduce
the relationship between the victim and the adversary based on
prior knowledge about how the adversary steals the secrets [25, 40].
In contrast, our approach does not need such prior knowledge.
We only need to feed the adversary and victim’s behaviors into
the neural network, and the network will automatically reveal
the relationship for us. This significantly reduces the difficulty of
side channel analysis; (3) some approaches are designed for one
specific type of cache side-channel attacks [5, 10, 47, 54, 55]. Some
approach can only be used for evaluating the security mechanisms
of cache architectures [55] or cache replacement policies [8]. Our
methodology is flexible to quantify different attack strategies and
types, as well as defense strategies.

9 CONCLUSION

This work proposes a novel deep learning based methodology to
analyze cache side channels. We treat the side-channel attack as
a neural network with the adversary’s observations as the inputs
and the victim’s activities as the outputs. This neural network can
automatically discover the side-channel relationship, and evaluate
the prediction accuracy. We build state machines to model differ-
ent side-channel attacks and defenses, and use model prediction
accuracy as a metric to quantify the effectiveness of these strategies.
The essence of side-channel attacks is to learn and predict the
critical information from the observed side-channel information.
This agrees with the goal of deep learning. So this method is not
limited to cache-based side channel analysis. Future work include
extending this method to other types of side channel evaluation,
and discovering new side-channel attacks using deep learning.
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