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Abstract

Trusted execution environments (TEEs) are widely employed to
protect deep neural networks (DNNs) from untrusted hosts (e.g.,
hypervisors). By shielding DNNs as fully black-box via encryption,
TEEs mitigate model weight leakage and its follow-up white-box at-
tacks. However, this paper uncovers that the confidentiality of TEE-
shielded DNNs can be violated due to an emerging threat towards
TEEs: ciphertext side channels of TEEs create weight-dependent
observations during a DNN’s execution. Despite the potential of
inferring DNN weights from ciphertext side channels, existing tech-
niques are inapplicable due to their over-strong requirements and
the high precision required by DNN weights. A DNN can have
millions of weight elements, and even a few incorrectly recovered
weight elements may make the DNN non-functional.

We propose a novel viewpoint that focuses on the functionality
of DNN weights, rather than each weight element’s exact value.
Accordingly, we design HyperTheft to directly generate weights
that are functionality-equivalent to the victim DNN using cipher-
text side channels. HyperTheft is established for highly practical
settings; it exhibits the weakest requirement compared to prior
methods. When only knowing a victim DNN’s input type and task
type (which are public and denote theminimal information required
to use a DNN), HyperTheft can recover its weight using cipher-
text side channels logged during the victim DNN’s one execution.
The whole procedure does not require attackers to 1) query the
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victim DNN, 2) have valid data that the DNN accepts, or 3) know
the victim DNN’s structure. Our evaluations generate more than 8K
DNN weights which constantly achieve 77%∼97% test accuracy in
different DNN runtimes, including various versions of PyTorch and
DNN executables. Our recovered weights can subsequently enable
training data leakage and severe bit-flip attacks.
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1 Introduction

Deep neural networks (DNNs) have been exponentially deployed
on various platforms (e.g., cloud servers, edge devices) given their
high intelligence in solving real-life tasks. DNNs’ intelligence is en-
coded in their weights which are trained over humongous datasets,
with extensive human expertise and computing resources required.
Nevertheless, as DNNs are white-box accessible on the host ma-
chine, a malicious host can directly copy their weights to steal DNN
intelligence and launch white-box attacks [66, 79], posing a major
security and privacy threat to modern DNNs [36].

To address the trust concern, Trusted Execution Environment
(TEE), such as AMD SEV [35], Intel SGX [31, 33], etc., is proposed to
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protect DNNs [29, 41, 46]. With memory encryption, TEE provides
isolated execution to shield a DNN as fully black-box on the host
machine. Although recent studies launched successful side-channel
attacks on TEE-shielded programs based on their secret-dependent
information flows [24, 53, 69], DNN weights are believed secure
under TEE protection: modern DNNs implement a constant-time
computation paradigm, where the computations are achieved as a
sequence of matrix operations with constant1 data/control flows,
eliminating mainstream micro-architecture side channels [27, 79].

Despite the promise, this paper uncovers severe DNN weight
leakage due to the ciphertext side channel [42, 43] recently dis-
closed in AMD SEV.2 Essentially, modern TEEs adopt deterministic
encryption to support efficient random memory access and large
memory encryption [17, 42], and the ciphertext of each memory
write value only depends on the plaintext and the written address.
Hence, if attackers observe that the ciphertexts of two consecutive
memory writes at the same address do not change (i.e., ciphertext
collision), they can infer the equality relation between two plaintext
written values [42, 43]. Intuitively, as matrix computations inside a
DNN involve nested loops with DNN weights, which often repeat-
edly access the same memory address, ciphertext collisions should
correlate with DNN weights to a large extent.

Yet, recovering DNN weights from ciphertext collisions is inher-
ently challenging due to the following reasons.
① A More Challenging Threat Model. Unlike cryptographic
software (i.e., the attack target of prior ciphertext side-channel
attacks [42, 43]) whose implementation details are known to at-
tackers (e.g., the RSA algorithm is public), the computation graphs
of DNNs are often private. Thus, attackers only have a ciphertext
side channel trace consisting of all ciphertext collisions logged
from the victim DNN’s whole execution. They cannot investigate
how each weight element is involved in DNN computations and is
consequently leaked via each ciphertext collision.
② Partial Leakage of DNNWeights. The ciphertext side-channel
leakage in cryptographic software is lossless, as it is due to memory
writes directly determined by each private key bit [42, 43]. How-
ever, memory writes of a DNN’s execution rely on intermediate
computing results derived from the weight, ciphertext collisions
therefore do not leak all weight elements. Since a DNN often has
millions of weight elements which are highly correlated, failing to
recover a few weight elements can result in non-functional DNNs
whose predictions are purely random [62, 75].
③ Over-Strong Requirements of Query Attacks.One may con-
duct query-based attacks, which use a student model to duplicate
confidence scores of a DNN’s predictions over query inputs [12,
32, 58, 68], to imitate the victim DNN’s behaviors. However, TEE-
shielded DNNs do not return confidence scores, greatly increasing
the cost of query-based attacks [79]. While recent hardware at-
tacks can be adopted to reduce the cost by recovering partial DNN
weights, they require knowing the DNN’s structure (which can
be private) and are limited to quantized DNNs [61]. Importantly,
1Recent works have proposed the multi-exit DNN [47] whose execution may terminate
early for some inputs. However, multi-exit DNN’s control and data flows only depend
on the final predictions and do not leak DNN weights.
2Practical attacks have been demonstrated on AMD SEV and reported to the vendor;
yet, the attacks are feasible to any deterministic-encryption-based TEEs via hardware
attacks such as memory bus snooping [40], cold boot attack [25], etc.

the query inputs must cover all classes of the victim DNN’s train-
ing data, which is impractical if the DNN is trained on private
datasets like medical images. Noteworthy, training a student model
to generate identical ciphertext collisions as the victim DNN is also
infeasible, as the generation of ciphertext is non-differentiable.
Solution: ANewPerspective ofDNNWeights. This paper takes
a holistic view on DNN weights by considering the victim DNN’s
functionality of solving its intended task. Instead of recovering exact
weight elements (i.e., conventional ciphertext side-channel attacks)
or duplicating a DNN’s predictions for specific inputs (i.e., prior
query-based attacks), we present a novel and highly effective tech-
nique to represent and extract functionalities from ciphertext side
channels of unknownDNNs performing unknown tasks. Specifically,
we design a hyper-network, HyperTheft, that takes ciphertext col-
lisions logged from the victim DNN’s execution (i.e., a ciphertext
side-channel trace) as inputs and directly outputs functional weights
for a surrogate model. With weights generated from HyperTheft,
the surrogate model is able to solve the victim DNN’s task. The
surrogate model may have the same or different structure as the
victim DNN, depending on the attacker’s knowledge.

HyperTheft delivers highly stealthy and generic attacks. It con-
siders both regression and classification, two fundamental tasks
of all modern DNN applications such as image recognition, dis-
ease diagnosis, financial forecast, etc. To attack a DNN performing
regression or binary classification, HyperTheft only requires ci-
phertext collisions from its one execution. For 𝑘-class classification
(𝑘 > 2) — in case 𝑘 is unknown — HyperTheft decouples it as
𝑘 different binary classifications (i.e., belonging to the 𝑘-th class
or not), and generates weights for 𝑘 surrogate models (with each
one for a binary classification) by observing the victim DNN’s
(minimal) 𝑘 executions. Further, inspired by stochastic training al-
gorithms of DNNs (e.g., SGD [2]), we introduce stochasticity into
HyperTheft’s weight generation, such that multiple functionality-
equality weights can be generated using only one side-channel
trace; the corresponding surrogate models (for the same task) can
form a majority voting to further improve their accuracy.
Practicality: The Weakest Knowledge. Distinct from all prior
weight stealing techniques, HyperTheft does not interact with the
victim DNN; it only passively observes ciphertext side channels
without querying the victim DNN. Thanks to our well-designed
training algorithm for hyper-network (see Sec. 6), HyperTheft
does not require valid data accepted by the victim DNN (com-
pared with query-based attacks). Additionally, empowered by our
functionality-centric view,HyperTheft does not rely on the victim
DNN’s structure and is applicable to general DNNs (compared with
prior hardware attacks [61, 76]). In Sec. 8.2, we employHyperTheft
to generate more than 8K weights under this weakest-knowledge
setup, and these weights constantly achieve 77%∼97% test accuracy.
To comprehensively assess the real-world threats, Sec. 8.3 evaluates
how those stronger assumptions in prior works, e.g., knowing the
DNN structure or querying the DNN (which may hold in certain
scenarios), can further boost HyperTheft.
Findings: Broad Attack Surface. HyperTheft can successfully
steal weights from popular DNNs (e.g., Transformer, ResNet, etc.)
performing various classification and regression tasks over repre-
sentative datasets (e.g., ImageNet, Chest X-ray, etc.). We consider
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different runtimes of DNNs: the most popular deep learning (DL)
framework PyTorch and the recent DL compiler, Glow [64], that
compiles DNN models into executables. We also systematically
evaluate various versions of PyTorch and consider different usages
of TEEs (i.e., shielding full DNNs or DNN slices). Our recovered
weights constantly achieve the objectives of stealing DNN intel-
ligence and enabling white-box attacks against the victim DNN.
Although the recovered weights are never trained using the victim
DNN’s training data, they largely enhance membership inference
attack [8, 66] to leak the training data. The recovered weights also
bring bit-flip attack [62, 75], which can globally decimate DNN
intelligence for nearly all (benign) inputs. In sum, this paper makes
the following contributions:
• For the first time, we unveil the high risk of leaking DNNweights
via ciphertext side channels of TEE-shielded DNNs, despite that
weights in vanilla DNNs (unprotected by TEEs) are free of main-
stream micro-architecture side channels. We demonstrate that
such weight leakage subsequently enables stealing DNN intelli-
gence and launching white-box DNN attacks.

• To overcome technical hurdles of recovering DNN weights, we
propose to directly generate functionality-equivalent weights
from ciphertext side channels. We design HyperTheft, which
can recover DNN weights passively with only negligible and
the weakest knowledge of the victim DNN. HyperTheft applies
to general DNNs and is capable of recovering DNN weights by
observing only a few executions of the victim DNN.

• We comprehensively evaluate diverse and representative DNNs,
datasets, DNN runtimes, and TEE usages, whereHyperTheft can
constantly recover DNN weights from ciphertext side channels.
We also systematically assess how public knowledge in various
scenarios can boost HyperTheft’s capability, and conduct mem-
bership inference and bit-flip attacks based on HyperTheft’s
recovered weights.

Artifact & Extended Version. The code, data, and an extended
version (which contains additional results and proofs) of this paper
are provided at https://github.com/Yuanyuan-Yuan/HyperTheft [1].

2 Preliminaries and Background

2.1 DNNs and Terminologies

Since many terms (e.g., parameter vs. weight) of DNNs are not
used consistently in existing literature, to avoid ambiguity, we first
briefly introduce DNNs and give concrete definitions for terms
related to this paper.

A DNN 𝐹 = . . . 𝑓𝑖+1 ◦ 𝑓𝑖 ◦ 𝑓𝑖−1 . . . consists of multiple connected
layers and each layer is a function 𝑓 (𝑥) = 𝜎 (𝜃𝑥 + 𝑏) where 𝜎

is the non-linear activation function. The computation graph is
often constant in modern DNNs and does not change in different
executions. Each DNN is designed to solve an intended task by
assigning the prediction 𝑦 to an input 𝑥 . Depending on whether 𝑦
is discrete or continuous, the task is categorized as classification or
regression, respectively. A DNN’s capability of solving its task is
formed during the training stage, which updates [𝜃, 𝑏] using the
training data. The trained DNN can run with various runtimes,
depending on its deployed platform.
Definitions. We define the following terms for this paper.

• DNN Weight: 𝜃 and 𝑏 are often dubbed as weight and bias of 𝑓 . To
ease the presentation, we refer to both 𝜃 and 𝑏 as a single singular
term “weight” in the rest of this paper. In particular, the term “DNN
weight” in this paper denotes [𝜃, 𝑏] of all layers in a DNN. Since [𝜃, 𝑏]
constitute a matrix, we refer to elements of matrix [𝜃, 𝑏] as “weight
elements”. We use the uppercase𝑊 to denote DNN weight, and
the lowercase 𝑤𝑖 to indicate weight of the 𝑖-th layer. Similarly, 𝐹
denotes a DNN and 𝑓𝑖 indicates its 𝑖-th layer.
• Functionality & Behaviors: A well-trained weight𝑊 can enable a
DNN’s intelligence, which is reflected in two aspects: 1) the overall
functionality of solving the DNN’s intended task (e.g., classifying
digits); and 2) the behavior of predicting 𝑦∗ for a specific input 𝑥∗.
• DNN Structure & Parameters: Following prior literature [22, 74],
structure denotes the computation graph of a DNN, which includes
1) the number of layers, 2) how each layer is implemented, and 3)
how different layers are connected. For instance, LeNet and ResNet
are two different structures. Parameters indicate the hyperparame-
ters in DNN structures, e.g., kernel sizes in convolutional layers.
• Task Domain: DNNs are designed to provide predictions from a
fixed set.3 For example, a DNN classifying cat vs. dog only outputs
cat or dog even given a horse image. Therefore, to have meaningful
predictions, DNNs also require valid inputs. The validity of inputs
is determined by the DNN’s task, for example, if a DNN classifies
cat vs. dog, its valid inputs must be cat or dog images. Here, cat &
dog images form the “task domain” of the DNN.4

• Input Type: To distinguish the subtle difference between public
and private information of DNN’s valid inputs, we further define
“input type” over the task domain. Consider two medical diagnosis
DNNs that accept chest X-ray images. Suppose the two DNN de-
velopers have training images of non-overlapping diseases, these
two DNNs will support diagnosing different diseases, leading to
different task domains. However, they share the same input type of
“chest X-ray” image. Note that the cat & dog images mentioned
above are from a different input type of “natural” image [4, 6]; see
more cases in Sec. 8. In practice, having data from the victim DNN’s
task domain may be impractical, as these data are often private (e.g.,
medical images of certain diseases). However, obtaining data shar-
ing the same input type with the victim DNN is often feasible (e.g.,
medical images of benign cases). Previous query-based [12, 32, 68]
and hardware attacks [61, 76] require data covering the victim
DNN’s full task domain, while this paper loosens the requirement
to only input type, delivering a more practical attack.
Hyper-Network. A hyper-network is a special DNN that gener-
ates weights for a target DNN [13, 26, 63]. The machine learning
community has designed various hyper-networks to study the sta-
tistics of DNN weights for a specific task [63, 80]. Nevertheless,
conventional hyper-networks require data from the same task do-
main of the target DNN, and only generate weights of identical
functionality, impeding their application in stealing DNN weights.
By carefully designing the training algorithm of hyper-networks
(see Sec. 6.2), this paper presents a task-wise generalizable hyper-
network, which can generate weights for the target DNN (i.e., the

3Text DNN’s outputs are concatenated using words from a fixed vocabulary.
4The task domain is also referred to as “problem domain” in existing literature [56].
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attacked TEE-shielded DNN) without using data from its task do-
main. By leveraging ciphertext side channels from the target DNN,
our generated weights can exhibit different unseen functionalities.

2.2 TEE Protection and Mitigated Attacks

Model Stealing. Besides preventing attackers from copying DNN
weights, TEE also mitigates query-based model stealing [12, 32, 58,
68] (a.k.a., knowledge distilling). To understand how the mitiga-
tion works, we first elaborate on motivations behind this attack.
Typically, attackers first query the victim DNN using their own
data and then train a student model to duplicate the victim DNN’s
prediction confidences (i.e., an input’s probabilities of belonging to
all possible predictions) on the queried data. Because DNN training
is data-intensive and costly, query-based attacks aim to obtain a
functionality-equivalent student model using fewer training data
(i.e., the queried data) guided by the victim DNN’s confidence scores.
TEE-shielded DNNs mitigate such attacks by only returning the pre-
diction without confidence scores [79]. Thus, despite that attackers
can still query a TEE-shielded DNN, they only label their queried
data and the attack’s cost becomes comparable to training a new
DNN from scratch [79]. Note that the query data must cover the
TEE-shielded DNN’s full task domain; if the query data are from a
subset of the task domain, the student model only learns the victim
DNN’s partial functionality w.r.t. this subset [12, 32, 68, 79].

The black-box view of TEE-shielded DNNs also mitigates the
following popular DNN attacks.
Data Privacy: Membership Inference. Membership inference
attack (MIA) [8, 66] aims to infer if an input is included in the
victim DNN’s training data — a successful MIA indicates a severe
training data leakage. Existing attacks primarily leverage DNN’s
prediction confidence, intermediate results, and/or gradients to
infer membership of a given input. Since TEE-shielded DNNs are
purely black-box5 and only return final predictions, no available
information can be leveraged to infer an input’s membership.
DNN Integrity: Intelligence Depletion. Unlike adversarial at-
tacks that only fool a DNN to mis-classify the crafted adversarial
examples, bit-flip attack (BFA) can globally deplete DNN intelli-
gence such that the victim DNN randomly guesses predictions for
almost all (non-adversarial) inputs [44, 62, 75]. To launch BFA, at-
tackers first require localizing weight elements that are critical to
the DNN’s intelligence and then leverage rowhammer attacks [37]
to flip bits of these weight elements. The localization process is
conducted by computing gradients over different weight elements,
which is prohibited by the black-box view of TEE-shielded DNNs.
As a result, attackers have to randomly flip bits in a DNN’s weight,
which is impractical due to the massive search space and the high
cost of rowhammer attacks [62, 75].

2.3 TEE and Ciphertext Side Channel

TEEs leverage memory encryption to create isolated execution en-
vironments for secure DNN computations, where other users and
software stacks (e.g., guest kernel, OVMF) cannot access the en-
cryptedmemory. The encryption engine encrypts/decryptsmemory

5Note that previous MIA works assume that “black-box” DNNs return prediction
confidence [49], which is different from the black-box in our context.

data on-the-fly and is implemented as a hardware module between
the CPU chip and DRAM.
Deterministic Encryption. Two factors must be considered by
TEE. First, efficient random memory access that requires indepen-
dently encrypted memory blocks. Second, encrypting large memory
where additional space and latency are needed for counters. Tomeet
these requirements, modern TEEs including AMD SEV [35], ARM
CCA [3], Intel TDX [31], and Intel SGX on Ice Lake SP [31, 33],
adopt the deterministic-mode AES encryption. Specifically, given a
memory block, to encrypt its memory value 𝑣 , the encryption first
takes a tweak function 𝑇 to calculate a mask𝑚 = 𝑇 (𝑎), where 𝑎 is
the address of the block. The encrypted ciphertext is generated as
𝑐 = 𝑃 (𝑣 ⊕𝑚) ⊕𝑚, where 𝑃 is the encryption function. Therefore,
when the same value 𝑣 is stored at the same address 𝑎, the generated
ciphertext is always identical (i.e., ciphertext collision).
LeakageDue toCiphertextCollision. Existingworks have lever-
aged ciphertext collision to infer the plaintext private keys of TEE-
shielded cryptographic software [42, 43]. The attack workflow is
illustrated in Fig. 1: vfa the attacker observes ciphertexts generated
from two consecutive memory writes at the same address. If cipher-
texts do not change, the two written values should be identical. In
contrast, if ciphertexts change, different values are written. vfb Based
on the cryptographic software’s implementation, the attacker manu-
ally investigates which instruction induces the ciphertext collisions
and consequently infers the plaintext private keys.

Essentially, a similar procedure can be applied to TEE-shielded
DNNs. When a TEE-shielded DNN is executing, the attacker ob-
serves ciphertext collisions of its memory writes. Nevertheless, as
the victim DNN’s computation graph is often private, the attacker
cannot map ciphertext collisions back to their corresponding DNN
computations — only a ciphertext side-channel trace that records
ciphertext collisions from all the victim DNN’s memory writes is
available. Our community still lacks techniques to extract DNN
weights from ciphertext side-channel traces.

mov [addr], r0
mov [addr], r1
mov [addr], r2
mov [addr], r3

TEE

c0
c1
c2
c3

Ciphertext

Y
N
Y

Collision

Exploitation Phasea

BIGNUM t = {0};
while(i < 1024)

t[0]= key[i++];

b Analysis Phase

Source code0
1
1
Simple form
Small space

Figure 1: The workflow of ciphertext side-channel attacks.

3 Application Scope and Positioning

As shown in Fig. 1, a ciphertext side-channel attack consists of
two main phases: vfa an exploitation phase that collects side chan-
nels from the victim, and vfb an analysis phase that recovers secrets
from the collected side channels. In previous attacks towards cryp-
tographic software, the analysis phase is conducted by manually
analyzing how different execution states of the victim affect cipher-
text collisions [42, 43]. This is feasible given the public source code.
Cryptographic keys also have a simple form and a small search
space; each key only has 1∼2K independent binary bits and these
bits directly determine the ciphertext collisions.
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However, manually analyzing how DNN weights affect cipher-
text collisions is hardly doable. In practice, the implementation
of the victim DNN is often private [79], such that attackers can-
not investigate how ciphertext collisions are induced by different
computation operators. On the other hand, ciphertext collisions
in TEE-shielded DNNs are not due to writing weight elements to
memory since weights have been preloaded before the execution.
Instead, the collisions are induced by a small portion of interme-
diate computation results of the DNN. As a result, ciphertext side
channels only leak partial and indirect information of DNN weights,
whereas cryptographic keys are fully leaked in prior works.

Moreover, modern DNNs have millions of weight elements, and
each weight element is a floating-point number with an uncon-
strained range under the specified precision, leading to an almost
infinite search space. Importantly, DNN weight elements are highly
correlated — a few incorrectly recovered weight elements (since
not all of them are leaked) can result in a non-functional DNN,
e.g., 1∼5 incorrect ones out of ∼10M weight elements as shown in
previous works [44, 62, 75], denoting a failed attack. This high in-
tegrity requirement of DNNweights is fundamentally different from
cryptographic keys where each bit is independent: even partially
recovered bits can be sufficient for practical attacks [54, 71].

Prior works have proposed side-channel analysis techniques for
various DNN secrets, e.g., DNN structure [22], DNN input [78],
etc. Nevertheless, since DNN weights are free of mainstream side
channels, the corresponding analysis approach is rarely studied.
Therefore, this paper proposes a DNN weight analysis technique
to complete the puzzle of DNN secret research, and bridges it with
ciphertext side channels to study the threats of TEE-shielded DNNs.
Aligned to previous analysis works [22, 78], we do not present
a new exploitation tool ( vfa ) because existing tools are relatively
mature. Rather, we focus on the analysis phase ( vfb ) and design
HyperTheft to automatically generate DNN weights from already-
prepared ciphertext side channels. We aim to greatly ease the at-
tack requirements and enhance the attack performance. Hyper-
Theft is designed to support any exploitation tools if available
(e.g., CipherLeak [43], SEV-Step [72]).

4 Threat Model and Related Works

This section elaborates on the threat model and required knowl-
edge of our work, and compares our technique with prior methods.
We omit existing works that hypothesize secret-dependent com-
putations of DNNs (e.g., a DNN prunes its weight for different
inputs [30]), assume most DNN weight elements are public [7, 73],
or perform brute-force guesswork [5, 19].
TEE-Protection.We assume TEE and its provided protection are
functioning properly and faithfully. Specifically, the encryption
algorithm of TEE is secure and attackers cannot decrypt ciphertext.
Only ciphertext side channels due to deterministic encryption (i.e.,
a design feature of TEE) are exploitable. Also, all software and
hardware involved in TEE are secure; attackers cannot alter their
data or control flows to leak secrets. The DNNs deployed inside TEE
are conventional DNNs: they are designed and trained normally
without any carefully crafted structure or adversarial injections to
enable or amplify leakage. The TEE-shielded DNN is fully black-box:
attackers cannot view its inputs, (intermediate) outputs, structure,

and weight. When querying the TEE-shielded DNN, only the final
prediction (without confidence scores) is returned to users.
Attacker. Consistent with the objective of shielding DNNs with
TEEs, we assume an untrusted host machine (e.g., a malicious hy-
pervisor, or the host OS) which has full system privileges. Thus, at-
tackers can read the content (i.e., encrypted ciphertext) and address
of a memory write via direct software access (as demonstrated on
AMD SEV [42, 43]). Besides, attackers are also capable of conduct-
ing physical attacks on TEE-shielded DNNs. For instance, attackers
can leverage memory bus snooping to read the ciphertext, as ex-
ploited on Intel SGX [40]. Having that said, we do not assume a
specific ciphertext side-channel exploitation approach; we aim to
provide an out-of-the-box solution to automatically generate DNN
weights from already-prepared ciphertext side channels.
Attacker’s Goals and Incentives. Leaking DNN weights brings
the following two threats.
1. Stealing Intellectual Property (IP). The key IP of a DNN is the in-
telligence encoded in its weight, which produces considerable com-
mercial values. Training DNN weights requires substantial manual
efforts to build training data (which are often private) and human
expertise to design the training algorithm.
2. Launching White-Box Attacks.As introduced in Sec. 2.2, thewhite-
box access to DNN weights enables severe attack chances, compro-
mising data privacy [8, 66] and breaking DNN integrity [44, 62, 75].

This paper recovers DNN weights from ciphertext side channels
by generating functionality-equivalent weights. Despite being dif-
ferent from the victim DNN’s weights, our recovered weights fulfill
the two attack goals (as evaluated in Sec. 8).
Target DNNs. Unlike existing attacks leveraging characteristics
of certain specific DNNs [76] (e.g., binarized DNNs whose weight
elements are either 1 or -1), ciphertext side-channel attacks exploit
the defects in TEE’s design. Therefore, our technique applies to any
general DNNs as long as they are “protected” by TEEs.

4.1 Attacker’s Knowledge and Actions

Our technique is established for highly practical attack scenarios
and assumes attackers having the weakest knowledge of the victim
DNN, i.e., only minimal information that specifies the DNN’s basic
usage — without them, attackers do not even know how to use
the stolen DNN and the stealing accordingly becomes meaningless.
Specifically, we consider that attackers only know the input type (as
defined in Sec. 2.1) and the task type (i.e., classification or regression,
which decides whether DNN predictions are discrete or continuous).
We clarify that input type and task type are public in TEE-shielded
DNNs and are also required by all existing attacks.

On the other hand, our technique does not only apply to this
weakest-knowledge setting; it also supports incorporating stronger
knowledge if available. Table 1 lists the attacker’s knowledge re-
quired by existing works. Below, we discuss their (in-)availability
under various considerations and how our technique can be further
enhanced with them.
DNN Knowledge. As in Table 1, all existing works require know-
ing the victim DNN’s task type. Here, the task type only distin-
guishes regression vs. classification and specifies the DNN’s output
format (i.e., continuous or discrete). It does not indicate the num-
ber of or which classes that a classifier can predict (since they are
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Table 1: Knowledge required by existing attacks andHyperTheft.! denotes public knowledge. Task Type and Input Type are

public and required by all existing works.+++ and−−− indicate “required” and “not required” for private knowledge. Confidence

of TEE-shielded DNNs is not available in all cases.

Observation Target DNN

DNN Knowledge Data Knowledge

Query

Task Type Confidence Structure Input Type Task Domain

(Algorithmic)

Query-Based Attack

[58, 68, 77] Prediction Confidence General DNN ! +++ −−− ! +++ +++[12, 32, 57], etc.

(Hardware)

Side-Channel Attack

DeepEM [76] Electromagnetic Binarized DNN ! +++ +++ ! +++ +++
DeepSteal [61] Rowhammer [37] Quantized DNN ! −−− +++ ! +++ +++
HyperTheft Ciphertext Collision [43] General DNN ! −−− −−− ! −−− −−−

private). Existing query-based attacks require having the victim
DNN’s confidence scores, which are always unavailable in TEE-
shielded DNNs [79]. Previous hardware attacks (those speed up
query-based attacks [61, 76]) rely on the victim DNN’s structure.
However, HyperTheft works without the structure information
given our functionality-centric view and the carefully developed
hyper-network; see Sec. 6 and Sec. 8.

While DNN structure is protected by TEEs, considering that DNN
structure can be leaked via cache side-channel attacks [27, 48, 74]
and TEEs are exploitable through cache side channels as well [24,
53, 55, 69], it is reasonable to also evaluate a stronger attacker with
the structure knowledge. Hence, to comprehensively assess the
threat, Sec. 8.3 further study how the structure information may
enlarge the weight leakage.
Data Knowledge. All previous works assume knowing the victim
DNN’s input type and having data from the victim DNN’s task
domain (see definitions in Sec. 2.1), because they must train the
student model to make it functional. However, this assumption does
not always hold. For example, when attacking medical DNNs, data
containing certain diseases may not be publicly available. Hyper-
Theft directly generates functional DNN weights (from ciphertext
side channels) without training them. Importantly, HyperTheft is
task-wise generalizable: it can generate weights of unseen function-
alities without data from the corresponding task domain.

In case data from the victim DNN’s task domain are available,
HyperTheft’s generated weights can be leveraged to initialize the
student model for query-based attacks, significantly reducing the
query cost when attacking TEE-shielded DNNs (see Sec. 8.3).
Attacker’s Action. As marked in Table 1, all prior attacks assume
an active attacker who can frequently query with the victim DNN.
In practice, such action is often limited by the query budget (i.e.,
the number of queries). For instance, querying commercial DNNs
incurs economic cost and DNN service providers may limit the
number of queries. Our technique, in contrast, enables a passive
attack: the attacker does not need to query the victim DNN, but only
passively records ciphertext side channels when the victim DNN
is executing. HyperTheft is also highly stealthy: it only requires
ciphertext side channel traces logged from the victim DNN’s a few
executions (with each one for a binary classification), and the cost
of developing HyperTheft is comparable to training a student
model as in prior attacks (as elaborated in Sec. 6).

5 Explorations and Insights

In this section, we explore key properties of DNN weight and func-
tionality that inspire our technique. We start by visualizing DNN
weights w.r.t its performance. Since DNN’s expressiveness is sup-
ported by its non-linearity, we use the XOR problem, a non-linear

task, as a representative example. The XOR task is defined as a
binary classification: given an input 𝑥 ∈ R2, the ground truth label
is decided as 𝑦 = (𝑥 [0] > 0) ⊕ (𝑥 [1] > 0). We set a two-layer DNN
structure and train 40K different DNNs with this structure to solve
the XOR task. These DNNs have varied test accuracy ranging from
∼50% (i.e., random guess) to >99.9% (i.e., nearly perfect prediction).
This way, we obtain 40K different DNN weights having different
performances for the same XOR task.

Figure 2: Visualization of different DNN weights w.r.t. their

accuracy. Each dot denotes one DNN weight, and its coor-

dinates (which are normalized into [−1, 1]) represent the

values of weight elements. Weights of > 80% accuracy are

marked in red. For blue dots (i.e., weights having ≤ 80% ac-

curacy), a more transparent color indicates lower accuracy.

We then project these weights onto a two-dimensional space via
PCA [59] to ease the visualization. As shown in Fig. 2, each dot
denotes one DNN weight and its coordinates indicate the values
of weight elements. Red dots mark DNN weights having > 80%
test accuracy, which can be deemed as functional DNN weights
since they enable DNN intelligence. The remaining weights are
blue-colored where higher transparency indicates lower accuracy.
Fig. 2 reveals that, functional DNN weights (i.e., red dots) sparsely
and discontinuously distribute in the whole space. Therefore, we
have the following two conclusions.

First, slightly perturbing a few weight elements (i.e., chang-
ing a dot’s coordinates in Fig. 2) can turn a functional weight
(red dot) into a non-functional one (blue dot). Second, DNN
weights of distinct elements (i.e., two far-flung red dots) can
have equivalent functionality (i.e., solving the XOR task).

Motivation. The first conclusion is aligned to results in prior DNN
attacks, which demonstrate that changing a few (out of millions)
weight elements can totally deplete DNN intelligence [62, 75]. It
also renders the impracticality of per-element recovery of DNN
weights: as long as the exact value of a weight element is not re-
covered under this scheme (e.g., some elements are not leaked),
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the inferred DNN weight is likely non-functional. The second con-
clusion can be drawn from DNN training, whose different runs
generate distinct but equivalent weights. It is also aligned to ex-
isting DNN pruning works, where a DNN’s functionality remains
same after replacing more than 90% of its weight elements with
zeros [81]. This conclusion sheds light on the feasibility of recover-
ing different but functionality-equivalent DNN weights from partial
observations of the victim DNN’s weight.

(a) Decision boundary of digit “0” (b) Decision boundaries of three classes

W1 = [1.33, 0.75, 1]
W2 = [0, 0.75, 1]

W0 = [-1.14, 0.75, 1]

d

Figure 3: Decision boundaries for three classes.

DNN Functionality. A DNN’s intended task uniquely decides its
functionality. Fig. 3 shows an example where a DNN, whose last
layer is 𝑦 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (𝜃𝑥 + 𝑏)6, classifies three clusters of digits “0”,
“1”, and “2”. To ease the visualization, we only display the last layer
of the DNN. We clarify that our attack is applied to the full DNN.

This task requires the DNN to split the input space (which con-
sists of all valid digits “0”, “1”, and “2”) to separate different digits.
The DNN accordingly forms the required functionality by training
𝜃 and 𝑏. Each row in the concatenated matrix𝑊 = [𝜃, 𝑏] indicates
a line drawn by the DNN. Given the trained weight:

𝜃 =


𝜃0
𝜃1
𝜃2

 =

−1.14 0.75
1.33 0.75
0 0.75

 , 𝑏 =


𝑏0
𝑏1
𝑏2

 =

1
1
1

 , (1)

the first row [𝜃0, 𝑏0] = [−1.14, 0.75, 1] is marked as the red line,
𝜃0 · 𝑥 + 𝑏0 = 0, in Fig. 3(b). After drawing all three lines as in
Fig. 3(b), the DNN’s is capable of classifying digits. Overall, DNN
structure (i.e., the dimension of𝑊 ) reflects how many lines are
drawn, and DNN weight decides where and how to draw these lines.

Intuitively, each row of [𝜃, 𝑏] also characterizes a binary classifi-
cation. In Fig. 3(a), the red line separates “0” from other digits (i.e.,
classifying if a digit is “0”). Similarly, the blue and green lines in
Fig. 3(b) (derived from the second and third rows of [𝜃, 𝑏]) classifies
if a digit belongs to “1” or “2”, respectively. As in Eq. 1, despite
that the three rows of [𝜃, 𝑏] only differ in the first element, they
represent distinct functionalities for different binary classifications;
this is consistent with our first conclusion delivered from Fig. 2.
Intermediate Outputs Reflect Functionality. Given an input 𝑥 ,
each layer’s output (a.k.a. the intermediate output) describes 𝑥 ’s
relative position w.r.t. the lines drawn by this layer. Considering
Fig. 3(a) where an input is marked as the black dot, suppose the first
element of its intermediate output (from the layer we discussed
above) is −𝑑 (𝑑 > 0), we know that 𝑥 is below (since −𝑑 < 0) the red
line 𝜃0 ·𝑥 +𝑏0 = 0 and the distance is 𝑑

|𝜃0 | (see proof in the extended
version [1]). With this information, we can infer that the first row of

6The Sigmoid activation function is commonly used to output class probabilities.

[𝜃, 𝑏] corresponds to a line that locates in the region covered by the
purple lines in Fig. 3(a). While in large DNNs, the above case may
become more complicated due to layer propagations and the high
non-linearity, we can safely conclude that a DNN’s intermediate
outputs reflect its functionality. Furthermore, given that ciphertext
collisions are due to intermediate computations of TEE-shielded
DNNs, it is therefore reasonable to believe that DNN functionality
can be reflected from ciphertext side channels.
Generating Functionality-Equivalent Weights. Taking all the
insights above, we see the infeasibility of recovering exact weight
elements in the context of ciphertext side-channel attack. However,
since ciphertext side channel can reflect DNN functionality, we
aim to directly generate functionality-equivalent weights from the
victim DNN’s ciphertext side channels. To achieve this, the key
obstacles are how to properly represent and extract DNN function-
ality from ciphertext side channels, and how to limit the required
victim’s knowledge to only public information. Below, we introduce
our solution in Sec. 6.

6 Solution and Technical Details

6.1 Overview and Goals

Fig. 4 illustrates the workflow of HyperTheft. Similar to existing
automated analysis approaches [22, 78], our technical pipeline also
consists of an offline and an online stage. As illustrated in Fig. 4(a),
when attacking an unknown TEE-shielded DNN 𝐹 of unknown
weight𝑊 in the online stage, we collect one ciphertext side channel
trace 𝑠 from 𝐹 ’s execution.We then feed 𝑠 toHyperTheft to directly
generate weight �̂� for a surrogate model ℱ̂ (whose structure can
be different from 𝐹 ), so that ℱ̂ is functioning consistently with 𝐹 .

The offline stage exclusively develops HyperTheft using at-
tacker’s own data and DNNs without interacting with the victim
DNN; it primarily trains a hyper-network for the weight generation.
Overall, the offline stage aims to achieve the following goals:wg1 Handling the partially leaked weight information;wg2 Forming task-wise generalizable weight generation;wg3 Capturing functionalities and their equivalence;wg4 Generating functional weights from a single trace;wg5 Supporting both regression and classification tasks;wg6 Modeling correlations between weight elements;wg7 Maximizing performance with limited observations.
In the following, we first introduce how to build HyperTheft
and the training data/pipeline/objective w.r.t. to the seven goals in
Sec. 6.2. Then, we introduce our in-depth optimizations in Sec. 6.3.

6.2 Building and Training HyperTheft

Encoder andDecoder (
wg
1 ).As illustrated in Fig. 4(a),HyperTheft

consists of two components: an encoder 𝐸 that converts ciphertext
side channel 𝑠 into a latent variable 𝑧, and a decoder𝐷 that generates
DNN weights �̂� according to 𝑧. Here, we let 𝑧 have a much lower
dimension than both 𝑠 and �̂� due to the following reasons: 1)
considering the frequent memory accesses in DNNs which result in
lengthy 𝑠 (i.e., containing millions of ciphertext collision records),
a lower-dimensional 𝑧 can force 𝐸 to neglect irrelevant records in 𝑠
and to focus on functionality-related information (guided by proper
training objectives, as will be introduced later). Besides, 2) the



CCS ’24, October 14–18, 2024, Salt Lake City, UT, USA Yuanyuan Yuan et al.

C(2, m)
sub-datasets

sub-test

sub-
training

inner loop

E

Dℱ" 𝒲$

ℱ" W *

z*

s*

yes

functionality-
equivalent

E z D

s

HYPERTHEFT: D ∘ E

D1 𝑤&1

𝜖
noise

+

(a) Overview (b) Training data preparation (c) Training iteration (d) Weight generation

vs.

vs.

vs.

Only train
D, E

backward

HYPERTHEFT’s forward

𝑓*1ℱ" ’s forward

D2

D3

𝑤&2 𝑓*2

𝑤&3 𝑓*3

𝜙* z*

no

xouter
loop

Φ

TEE

ℱ" 𝒲$
WF

one 
trace

Loss

P1 P2m classes

Figure 4: Workflow of HyperTheft. In Fig. 4(a), 𝐹 and its input, output, and weight𝑊 are protected by TEEs. HyperTheft

only takes 𝐹 ’s one ciphertext side channel trace 𝑠 as input and generates a different but functionality-equivalent weight �̂�
for a surrogate model ℱ̂ . ℱ̂ has a different structure from 𝐹 . Fig. 4(b) illustrates how our training “data” are constructed as

different binary classification (or regression) tasks. In Fig. 4(c), we illustrate how each training iteration is performed. Fig. 4(d)

shows how we implement stochastic generation via random noise 𝜖 and separately generate weight �̂�𝑖 for layer 𝑓𝑖 .

dimension expansion process in 𝐷 (i.e., from 𝑧 to �̂�) encourages 𝐷
to infer the unleaked information (as ciphertext side channels only
leak partial weight information), instead of merely transmitting
information in 𝑠 . For efficiency, we implement 𝐸 and𝐷 as multilayer
perceptrons (MLPs); empowered by our training algorithms, such
simple forms of 𝐸 and 𝐷 work sufficiently well in practice.
Training “Data”Construction (

wg
2 ,

wg
5 ).Unlike conventional DNN

training data that is formed as a set of input-output pairs, Hyper-
Theft’s “training data” is a set Φ of different binary classification
or regression tasks. This setup helps the weight generation gen-
eralize from known (training) tasks to unknown (test) tasks. We
first collect some data that have the same input type (e.g., merely
natural images) with the victim DNN. Note that their task domain
does not overlap with the victim DNN’s task domain. As in Fig. 4(b),
if the victim DNN performs a classification task and suppose the
attacker’s data have total 𝑚 classes, we form 𝐶 (2,𝑚) 7 (i.e., the
number of 2-combinations for a set of 𝑚 elements) sub-datasets
with each for a binary classification task. For victim DNNs perform-
ing regression tasks, attackers can randomly divide their data into
sub-datasets for different regression tasks.

All sub-datasets also have their training and test sets. We denote
them as sub-training and sub-test sets. To prepare “victim” DNNs
for the offline training, we also train a DNN ℱ̂𝑊 ∗ (whose weight is
𝑊 ∗ and the structure is the same as our surrogate model) for each
task 𝜙∗ ∈ Φ using its corresponding sub-training set. We ensure
each ℱ̂𝑊 ∗ is well-trained to a satisfactory accuracy or loss.
Per-Task Granularity and Single-Trace Input (

wg
2 ,

wg
4 ,

wg
7 ). As

shown in Fig. 4(b)-(c), in each training iteration, we randomly pick a
task𝜙∗ and its corresponding trained DNN ℱ̂𝑊 ∗ . We then randomly
select one input data 𝑥 from 𝜙∗’s sub-test set and feed it to ℱ̂𝑊 ∗ .
It’s worth noting that using 𝑥 from the sub-test set does not misuse
the dataset because our “data” are split as training and test tasks;
these sub-test sets belong to training tasks. When ℱ̂𝑊 ∗ is executing
with 𝑥 , we collect a ciphertext side channel 𝑠∗ as one training
input of HyperTheft. Then, HyperTheft takes 𝑠∗ and outputs
�̂� . HyperTheft is optimized to generate �̂� that is functionality-
equivalent to𝑊 ∗ (i.e., ℱ̂𝑊 ∗ ’s weight).

7In practice, using all𝐶 (2,𝑚) sub-datasets is usually unnecessary. Our results in Sec. 8
show that 25-30 sub-datasets are sufficient.

Note that each input of HyperTheft is a ciphertext side-channel
trace logged from the victim DNN’s only one execution. Recall as
explored in Sec. 5, a DNN’s one execution can reflect rich informa-
tion of its functionality. The single-trace setup can make the online
attack stealthy and minimize the online attack’s cost. Sec. 6.3 will
introduce our optimizations for this single-trace setup.
Functionality-Centric Training Objective (

wg
1 ,

wg
2 ,

wg
3 ,

wg
6 ). Our

training objective aims to measure the equivalence between the gen-
erated weight �̂� and the target weight𝑊 ∗. As elaborated in Sec. 5,
element-wise distance metrics are inapplicable to DNN weights: a
weight having similar elements with𝑊 ∗ may exhibit a distinct func-
tionality and is even non-functional. Given that𝑊 ∗’s functionality
was formed when training𝑊 ∗ on 𝜙∗’s sub-training set, we can also
enable an equivalent functionality for �̂� using this sub-training set.
Nevertheless, we should not directly train �̂� on the sub-training
set, because the victim DNN’s training data (or data from the same
task domain) is unavailable during online attack.

Intuitively, since the generated weight �̂� = 𝐷 ◦𝐸 (𝑠∗) is decided
by 𝐸 and 𝐷8 which are MLPs, updating 𝐸 and 𝐷’s weights can also
change �̂� . Thus, to make �̂� functionality-equivalent to𝑊 ∗, we
can indirectly optimize �̂� by only training 𝐸 and 𝐷 with 𝜙∗’s sub-
training set. To this end, we design the following training objective:

argmin
𝐷,𝐸

𝐿(ℱ̂�̂� , 𝜙∗), where �̂� = 𝐷 ◦ 𝐸 (𝑠∗). (2)

𝐿 denotes the loss function associated with 𝜙∗. For example, 𝐿 is
cross-entropy loss for classification and mean squared error for
regression. 𝐿(ℱ̂�̂� , 𝜙∗) denotes the loss calculated over 𝜙∗’s sub-
training set when ℱ̂ has the weight �̂� (i.e., the output of 𝐷 ◦ 𝐸).

As illustrated in Fig. 4(c), similar to conventional DNN training,
this objective minimizes the loss 𝐿 by back-propagating through
ℱ̂�̂� → 𝐷 → 𝐸. However, it does not directly train ℱ̂�̂� , but
only trains 𝐸 and 𝐷 to optimize their output �̂� . As a result, �̂�
generated from the subsequent iterations (after training 𝐸 and 𝐷)
can reduce the loss 𝐿(ℱ̂�̂� , 𝜙∗). Finally, the generated �̂� will have
an equivalent functionality with𝑊 ∗ when it reduces 𝐿(ℱ̂�̂� , 𝜙∗)
to a satisfactory level.

This training scheme is fundamentally different from conven-
tional DNN training. Since the training optimizes HyperTheft’s
8We should not modify the logged ciphertext side channel 𝑠∗ .
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generation ability across different tasks, it makes the weight gener-
ation task-wise generalizable: given 𝑠∗ logged from DNNs solving
different unseen tasks, 𝐷 ◦𝐸 (𝑠∗) generates weights that are capable
of solving the corresponding tasks. Importantly, we find that Hy-
perTheft can generate functional weights for DNNs that are much
larger than HyperTheft. That is, we do not need to build a huge
HyperTheft whose weight subsumes all functionality-equivalent
weights of the victim DNN. Essentially, the objective in Eq. 2, to-
gether with the dimension expansion of 𝐷 , enable HyperTheft
to infer unleaked information in 𝑠∗ through the functionality per-
spective. Moreover, representing functionality should require less
information than representing the weight itself; this is also sup-
ported by existing DNN weight pruning works [20, 51, 81].

6.3 Optimizations for HyperTheft

Orchestrating Training Iterations (
wg
2 ,

wg
4 ). When HyperTheft

is taking a ciphertext side channel trace 𝑠∗ in each training iteration,
it is impractical to trainHyperTheft using 𝜙∗’s whole sub-training
set, as it incurs a cost comparable to training total #training itera-
tions DNNs; without sufficient training iterations, the encoder 𝐸
may be unable to extract useful information from 𝑠∗.

Worse, our tentative experiments show that HyperTheft rarely
converges under the above setup, because it poses conflicts between
different training iterations. Suppose after one iteration, Hyper-
Theft is able to generate (nearly) functional weights for the task
𝜙∗. The subsequent iteration, however, requires HyperTheft to
generate functional weights for another different task. Since uni-
versal weights (that can solve all tasks) do not exist [65], fulfilling
the subsequent iteration’s requirement may break HyperTheft’s
generation ability formed in the current iteration.

To reduce the overhead and alleviate conflicts between differ-
ent iterations, we adopt a sampling strategy. Instead of using 𝜙∗’s
whole sub-training set, we randomly sample one data instance
from the sub-training set to optimize Eq. 2. Different from using the
whole sub-training set that independently and subsequently trains
HyperTheft for each task, this sampling strategy jointly trains
HyperTheft for all tasks over multiple iterations. It, to some extent,
explores the similarity between tasks and helps HyperTheft to
form the task-wise generalization. In addition, the sampling only
reduces the cost of each training iteration; we still have sufficient
iterations (that use different 𝑠∗ as 𝐸’s inputs) to train 𝐸.

Decoupling Functionality (
wg
4 ,

wg
5 ,

wg
7 ). As discussed in Sec. 4,

TEE-shielded DNNs only return the final prediction, and we do not
assume knowing how many (i.e., reflected from DNN structure) or
which (i.e., the task domain) classes the victim DNN can predict.
Our current attack pipeline is adequate for binary classification and
regression tasks. Below, we discuss how it can be applied to 𝑘-class
classification (𝑘 > 2).

As explored in Sec. 5, the full functionality of 𝑘-class classifica-
tion can be decoupled as 𝑘 (sub-)functionalities of binary classifica-
tion. Thus, attackers can steal the full functionality via 𝑘 surrogate
models. However, the binary classification decoupled from 𝑘-class
classification (i.e., whether an input is from a class or not) is slightly
different from our training binary classification (i.e., classifies two
different classes). To address this, we actively flip the two labels of
each sub-training set when training HyperTheft.

As illustrated in Fig. 4(b)-(c), the sub-dataset has two classes 𝑃1
and 𝑃2. If the ciphertext side channel 𝑠∗ is collected when ℱ̂𝑊 ∗

is taking an input 𝑥 from class 𝑃2, we set 𝑃2 in the sub-training
set as the label “yes” whereas 𝑃1 as the label “no”, and vice versa
if 𝑥 is from class 𝑃1. This way, every time a TEE-shielded DNN
executes with an input 𝑥 of class 𝑃𝑥 , HyperTheft can generate a
surrogate model which is able to predict whether an input belongs
to 𝑃𝑥 or not. By collecting ciphertext side channels from the victim
DNN’s (minimal) 𝑘 executions, HyperTheft can generate 𝑘 sur-
rogate models where the 𝑖-th surrogate model predicts an input’s
confidence of belonging to the 𝑖-th class, thereby stealing the full
functionality. Since HyperTheft’s weight generation generalizes
across tasks, we only need to train HyperTheft once.
Stochastic and Layer-Wise Generation (

wg
4 ,

wg
6 ,

wg
7 ). Inspired by

DNN’s stochastic training algorithms (e.g., SGD [2], Adam [38]), we
also implement a stochastic weight generation by adding a random
noise 𝜖 to 𝑧∗, as illustrated in Fig. 4(d). This way, HyperTheft
can more extensively utilize one logged side channel to generate
different but equivalent weights in different runs. The resulting
surrogate models (for the same binary classification or regression
task) can form a majority voting (i.e., using the most frequent
prediction from these surrogate models as the final prediction) to
improve the accuracy [21].

In addition, following advice from [63, 80], HyperTheft uses
one encoder 𝐸, but 𝑛 independent decoders 𝐷1, . . . , 𝐷𝑛 to generate
weights �̂� = {�̂�1, . . . , �̂�𝑛} for layers 𝑓1, . . . , 𝑓𝑛 , respectively. As
shown in Fig. 4(d), each 𝐷𝑖 takes an identical input 𝑧∗ + 𝜖 (i.e., the 𝜖
is fixed after sampled). Beyond our functionality-centric objective
that implicitly captures correlations between weight elements, this
layer-wise generation can explicitly model the layer propagation in
DNNs, while considering the independent execution of each layer.

7 Implementation and Setup

We implement HyperTheft in PyTorch (ver. 2.0.0) with about 2.5K
LOC. Both the encoder 𝐸 and decoder 𝐷 in HyperTheft are imple-
mented as three-layer MLPs with ReLU as the activation function.
The latent variable 𝑧 is set to have 64 dimensions. When generating
a DNNweight having 𝑣 elements, the output of𝐷 is a 𝑣-dimensional
vector; this vector is then reshaped according to the structure of
the surrogate model. HyperTheft is trained using Adam optimizer
with a learning rate of 0.002 and the training takes 30 epochs. Each
epoch takes 15 minutes on one Nvidia GeForce RTX 2080 GPU. Note
that training HyperTheft is a one-time effort given its task-wise
generalizable weight generation.
Side Channel Preparation. Since a TEE-shielded DNN isolatedly
operates in its memory, and given the high privilege of attackers
(e.g., hypervisor, OS), ciphertext side channel distinguishes other
conventional side channels by its clean and noise-free nature [42,
43]. Also, unlike prior DNN attacks, HyperTheft does not need to
interact with or log ciphertext side channels from the victimDNN in
the offline stage. Hence, we can speed up the offline data preparation
by mimicking an exploitation tool using Intel Pin [50] on attacker’s
own DNNs. During the online stage, we use these exploitation tools
to collect ciphertext side channels from (unknown) TEE-shielded
DNNs and steal their weights. To date, two mature exploitation
tools, CipherLeak [43] and SEV-Step [42, 72] have been proposed.
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CipherLeak is coarse-grained but is more scalable by operating in
a page granularity, while SEV-Step can precisely track memory
write in an instruction granularity but is costly.

We configure CipherLeak following the default setup. However,
when setting up SEV-Step, we note that its current implementation
is based on Linux kernel Ver. 5.14, which is too old to be compatible
with the latest SEV-SNP firmware (Ver. 1.55) required to launch a
guest VM for DNNs. We have contacted the developers for support,
and the upgrading is still in process by the time of submission
given the considerable manual efforts required. Hence, we simu-
late SEV-Step using Intel Pin. Our preliminary explorations show
that ciphertext side channels collected using our Pin-based simu-
lation and SEV-Step are identical (on those programs supported
by both). As suggested by the developers, a potential (and might
be the only) factor that could differ our Pin-based simulation from
SEV-Step is due to the multiple memory writes occurred during
a given APIC timer interval, where some memory writes can be
periodically missed by SEV-Step [72]. Thus, for completeness, we
also benchmark HyperTheft towards this impact; results are pro-
vided in the extended version [1]. Overall, HyperTheft constantly
achieves promising performance even when considerable (e.g., 63/64)
memory writes are missed.

Considering the stealthy and efficiency, we employ CipherLeak
to exploit large Transformer-Based DNNs (e.g., ViT [18]). Note
that it is often impractical to put these extremely large DNNs into
TEEs. Existing works divide large DNNs into slices and only shield
sensitive slices via TEEs [28, 52, 79], leaving other slices as public.
Therefore, we adopt HyperTheft to recover weights of the TEE-
shielded DNN slices. For moderate-size DNNs (e.g., ResNet, LSTM)
that can be fully shielded by TEEs, we use SEV-Step (simulated
via Pin due to the compatibility issue) to collect ciphertext side
channels and recover the full DNN weights.
Side Channel Representation. We first record ciphertext colli-
sions for different addresses in the victim DNN’s (isolated) memory
region. If two consecutive writes to the same address have the same
content, we record a bit 1 for this address; otherwise, we record a bit
0. This way, we collect a binary collision sequence for each address.
Given that DNN intermediate outputs are floating-point numbers,
most addresses do not have collisions and can be neglected to re-
duce the number of target addresses. Then, we rank the remaining
collision sequences based on the order of their first writes, and con-
catenate them as one single sequence. This concatenated sequence
denotes one ciphertext side-channel trace.

8 Evaluation

In this section, we first introduce the evaluation setup in Sec. 8.1.We
then evaluateHyperTheft under the weakest knowledge in Sec. 8.2,
where victim DNNs are running with the latest version of PyTorch
(ver. 2.1.0). Sec. 8.3 evaluates the attack surface by considering
DNN executables and different versions of PyTorch, and studies
how stronger knowledge (under certain possible scenarios) can
enhance the weakest-knowledge attacks. Sec. 8.4 further shows
that attacks mitigated by TEEs can be largely enhanced by our
recovered weights.

In the extended version [1], we present DNNmodules that induce
the leakage. Overall, the leakages are due to basic computation
operators shared by different DNNs.

8.1 Evaluation Setup

Table 2: Evaluated datasets and victim DNNs. ImageNet is

evaluated under a cross-dataset setting. For ViT, we recover

the weights of the multi-head self-attention layers.

Dataset Input Type Task Type Remarks DNNs MSE/Acc.

Stock [34] Stock price Reg. Sequence LSTM 1.46∼1.95
Chest

X-ray [70]
Medical
image Classif. 2-class LeNet 90∼95%

ResNet 90∼95%

MNIST [16] Digit Classif. 2-class
LeNet 94∼98%
ResNet 94∼98%
ViT 94∼98%

CIFAR10 [39] Natural
image Classif. 2-class

LeNet 90∼95%
ResNet 90∼95%
ViT 90∼95%

ImageNet [15] Natural
image Classif. Multi-class & 7 DNNs* 90∼95%Cross-dataset

* LeNet, ResNet, VGG, SqueezeNet, MobileNet, DenseNet, and ViT.

DNNs and TEE Usage. Our evaluation considers representative
DNNs and different usages of TEEs. For classical moderate-size
DNNs (DNNs in Table 2 except for ViT), we put the full DNNs
into TEE and generate their full weights using HyperTheft. How-
ever, given the large size of Vision Transformer (ViT) [18], it is
impractical to shield the full DNN via TEEs. Following recent
works [28, 52, 79], we consider shielding only sensitive slices of
ViT and using HyperTheft to recover weights of the shielded
DNN slices. Since ViT’s effectiveness is due to the self-attention,
we shield ViT’s multi-head self-attention layers via TEEs and use
HyperTheft to generate the corresponding weights.
“Data” (i.e., Task)Construction.Table 2 lists our adopted datasets.
We refer interested readers the extended version [1] for their details.
Stock dataset is used to predict the stock price for different compa-
nies which is a regression task. We divide Stock dataset according
to the company to form different regression tasks. We use MNIST,
CIFAR10, and Chest X-ray to evaluate HyperTheft for binary clas-
sification w.r.t. different input types. For each dataset, we randomly
choose two classes to form a binary classification as our test “data”.
The remaining classes are used to construct 𝐶 (2, 8) = 28 binary
classifications as tasks in our training “data”, so that task domains
of HyperTheft’s training and test data/tasks do not overlap.

ImageNet is used to evaluate HyperTheft for multi-class classi-
fication. Since both CIFAR10 and ImageNet are natural images, we
consider a cross-dataset setting to eliminate potential bias within
the same dataset: we train HyperTheft using binary classifications
constructed via CIFAR10 but evaluate it with 𝑘-class classification
formed via ImageNet. We set 𝑘 ∈ {2, 10}. Overlapped classes be-
tween ImageNet and CIFAR10 are excluded.

For cross-validation, we consider five different combinations
of training and test “data” splits in each setting, resulting in (5 ×
#datasets × #DNNs) distinct test tasks with each one corresponds
to one unique victim DNN. For each test task, we generate 100
weights from the victim DNN’s 100 different executions.
Surrogate Model Structure. For image DNNs, we follow the com-
mon practice and design the surrogate model as convolutional
layers followed by fully-connected layers; the activation function is
ReLU. We implement two surrogate models of different depths. The
first one, dubbed as Conv, has 3 convolution + 2 fully-connected
layers. The second one, dubbed as Convdeep, has 5 convolutional +
3 fully-connected layers. For our regression task, since inputs are
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sequential data, our surrogate model is a basic recurrent neural
network (RNN) following the common practice. We clarify that our
surrogate model is much simpler than the victim DNNs.

Note that ViT (and all transformer-based DNNs) is implemented
using only fully-connected (FC) layers. Also, in the slice-based
protection, the structure of each TEE-shielded slice can be easily
inferred from public DNN slices. Therefore, our surrogate model
has the same structure as the ViT’s self-attention layer. However,
given the dense computations of FCs, training ViT requires careful
regulations like dropout to avoid over-fitting [18], which can be
private in practice. Thus, for the weakest-knowledge setting in
Sec. 8.2, we assume attackers do not know the regulation. Sec. 8.3
then evaluates impacts of the regulation information.
Evaluation Criteria. Following existing works [32, 79], we use
two criteria, fidelity and functionality, to evaluate DNN weights
recovered by HyperTheft. Fidelity (Fid) calculates the percentage
of test inputs (from the sub-test set of each test task) where the
surrogate model and the victim DNN have identical predictions (in-
cluding incorrect prediction). For classification, Fid can be directly
calculated via predicted labels, whereas for regression, because
the prediction is continuous numbers, we deem two predictions
as identical if their difference is less than 2 (the stock prices vary
with a range around 100). Functionality (Fun) denotes the task’s
own evaluation metric. Fun is the MSE or accuracy of all test inputs
for regression or classification tasks, respectively. Higher accuracy
indicates better results whereas lower MSE is better.

8.2 The Weakest-Knowledge Attack

In this section, we generate 100 × 5 different weights for each
victim DNN, leading to more than 8Kweights and evaluation results
(for 17 different victim DNNs). To better reflect the average and
fluctuations, we report the ranges of these results in Table 3.

Table 3: Results of the weakest-knowledge attack.

1 Dataset DNN Surrogate #Classes #Votes Fid Fun
2 Stock LSTM RNN N/A 1 90∼93% 1.49∼1.97
3 Chest LeNet Conv 2 1 87∼91% 83∼88%
4 X-ray ResNet Conv 2 1 88∼90% 86∼89%
5

MNIST
LeNet Conv 2 1 87∼91% 87∼89%

6 ResNet Conv 2 1 86∼92% 84∼91%
7 ViT ViT 2 1 91∼98% 91∼97%
8

CIFAR10
LeNet Conv 2 1 79∼86% 77∼83%

9 ResNet Conv 2 1 78∼86% 78∼82%
10 ViT ViT 2 1 80∼87% 79∼88%
11

ImageNet

LeNet Conv 2 1 78∼87% 79∼85%
12 ResNet Conv 2 1 78∼88% 77∼86%
13 ViT ViT 2 1 80∼87% 78∼87%
14 ResNet Conv 10 1 70∼75% 68∼73%
15 ResNet Convdeep 10 1 79∼84% 76∼83%
16 ViT ViT 10 1 77∼86% 78∼85%
17 ResNet Conv 10 5 85∼88% 85∼87%
18 ResNet Conv 10 11 89∼92% 88∼89%
19 ResNet Conv 10 21 93∼95% 91∼94%
20 VGG Conv 10 11 91∼94% 90∼92%
21 SqueezeNet Conv 10 11 90∼92% 89∼92%
22 MobileNet Conv 10 11 90∼93% 88∼90%
23 DenseNet Conv 10 11 92∼93% 90∼93%
24 ViT ViT 10 11 91∼94% 90∼94%

Regression & Binary Classification. As shown in Table 3, Hy-
perTheft can successfully recover DNN weights for both regres-
sion and binary classification using a single side-channel trace
logged during the victim DNN’s one execution. The recovered

weights are functional (Fun) and also consistent (Fid) with the vic-
tim DNN’s weights. We note that Fid is higher than Fun on average,
because Fid also counts incorrect predictions. It also reflects that
HyperTheft infers specific behaviors of the victim DNN beyond
its overall functionality, despite that HyperTheft never queries
the victim DNN. Recall that ciphertext collisions are generated due
to the victim DNN’s intermediate outputs. As explored in Sec. 5,
these intermediate outputs specify both a DNN’s functionality (i.e.,
how the input space is split) and its specific behaviors (i.e., where
and how the splitting lines are drawn), rendering the superiority of
HyperTheft’s weight generation scheme.
Multi-Class Classification. As shown in the 14-24 rows in Ta-
ble 3, HyperTheft is capable of (passively) generating weights for
classification of more classes. Although classifying multiple classes
is more challenging, HyperTheft alleviates this hurdle by clev-
erly decoupling the 𝑘-class classification as 𝑘 binary classifications.
Nevertheless, we note that Conv (the 14th row) exhibits a relatively
lower capability of classifying 10 classes due to its insufficient depth.
Nevertheless, when using Convdeep (the 15th row) as the surrogate
model’s structure, the Fun and Fid are largely improved.
Majority Voting. Table 3’s 17-24 rows show that majority voting
among multiple surrogate models (for the same task) can further
improve Fid and Fun. As observed, while a single surrogate model
based on Conv performs worse when classifying 10 classes, the
results can be improved as being comparable to Convdeep with
multiple Conv-based surrogate models. Note that we introduce
stochasticity into the weight generation for majority voting, these
different DNN weights are therefore generated using a single side
channel trace from the victim DNN’s one execution.
Surrogate Model. The above results show that the depth (i.e., the
number of layers) of the surrogate model’s structure primarily
affects HyperTheft’s functionality stealing. Without sufficient
layers in the surrogate model (i.e., the non-linearity is limited), the
generated weights may not be able to capture the functionality of
more complex tasks. However, this should not be a major concern,
as the insufficient-depth problem can be alleviated by majority
voting of multiple surrogate models, which is conducted offline and
does not bring extra cost to the victim DNN. In practice, users can
set a moderate level of depth for the surrogate model (e.g., ∼10). If
the recovered DNN weights do not have satisfactory results, users
can generate multiple weights (i.e., runHyperTheftmultiple times
with the same side channel trace) and conduct majority voting.

8.3 Attack Surface in Different Cases

Different Runtimes. To disclose the widespread leakage, we eval-
uate different versions of PyTorch.We also consider Glow, a popular
deep learning compiler that compiles DNNs into executables. Since
Glow does not evolve too much, we only evaluate its latest version.
Overall, the same DNN’s internal computations are implemented
distinctly in PyTorch and Glow-executables.

As in Table 4, for both Glow-executables and different versions
of PyTorch, HyperTheft can constantly recover the victim DNN’s
weights, indicating HyperTheft’s superiority and the wide exis-
tence of ciphertext side-channel leakage in different runtimes. That
is, the leakage is presumably due to issues in DNN’s own design (see
detailed discussion in Sec. 9), rather than implementation defects
in a specific runtime or version.
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Table 4: Results of Glow and various PyTorch versions. We

evaluate binary classification w/o using majority voting.

Dataset DNN Surrogate Runtime Fid Fun

MNIST

LeNet

Conv

Glow 88∼93% 88∼92%
ResNet Glow 90∼94% 88∼94%
LeNet V1.13 86∼91% 87∼89%
ResNet V1.13 89∼90% 85∼91%
LeNet V1.10 88∼92% 87∼91%
ResNet V1.10 89∼93% 86∼90%
LeNet V1.7 90∼92% 86∼92%
ResNet V1.7 87∼94% 88∼91%

CIFAR10

LeNet

Conv

Glow 79∼80% 77∼81%
ResNet Glow 78∼81% 78∼79%
LeNet V1.13 78∼83% 76∼81%
ResNet V1.13 79∼85% 75∼83%
LeNet V1.10 80∼81% 76∼80%
ResNet V1.10 77∼85% 77∼82%
LeNet V1.7 79∼84% 78∼81%
ResNet V1.7 78∼86% 78∼83%

Table 5: Generating weights using ciphertext side channel

traces logged from the victim DNN’s multiple executions.

Dataset DNN Surrogate #Classes #Votes #Traces Fid Fun

ImageNet
ResNet50 Conv 10 1 5 87∼89% 86∼89%
ResNet50 Conv 10 1 11 86∼91% 86∼90%
ResNet50 Conv 10 1 21 90∼94% 92∼94%

Multiple Executions.To evaluate howmultiple side-channel traces
(derived from different executions of the victim DNN) can improve
HyperTheft’s recovered weights, we let HyperTheft generate
one weight for each trace and conduct majority voting among these
weights. Results are in Table 5. Compared with the 17-19th rows
in Table 3, the improvements brought by majority voting among
weights generated via, 1) multiple traces vs. 2) HyperTheft’s mul-
tiple runs using one trace, are comparable, indicating the merit of
HyperTheft’s stochastic generation.
Knowledge of DNN Structure. We evaluate how structure infor-
mation boosts the attack by using the victim DNN’s structure for
the surrogate model. By cross-comparing Table 6 with the 2nd-15th
rows in Table 3, we see that the results w/ and w/o structure in-
formation are comparable for binary classification and regression.
However, when knowing the structure information, the result of
10-class classification is better than using Conv as the surrogate
model, but is comparable to the Convdeep case in Table 3. This ob-
servation is consistent with our conclusion derived from Table 3:
the structure information primarily helps attackers to determine
an appropriate depth for the surrogate model. However, this can be
complemented by majority voting among multiple surrogate mod-
els (generated using single trace or multiple traces). For ViT cases,
while the regulation mechanism is critical when training a ViT
from scratch, it does not notably affect HyperTheft’s performance.
We infer that those public DNN slices’ weights, which were jointly
trained with private slices’ weights under the same regulation, help
HyperTheft to encode the regulation into its generated weight.

Although structures may differ in terms of connectivity or hy-
perparameters, their implementations share the same vulnerable
computing operations. E.g., the cascade_sum function (which per-
forms pairwise sum) is frequently called by different layers; see
more examples in the extended version [1]. This further highlights
the severity of weight leakage in TEE-shield DNNs. Previous works
often require the exact structure information to boost query-based

model inference [61], whereas HyperTheft can enhance query-
based attacks without such information, as evaluated below.

Table 6: Attack using the victim DNN’s structure.

Dataset DNN Surrogate #Classes Fid Fun
Stock LSTM LSTM N/A 91∼93% 1.44∼1.96
Chest LeNet LeNet 2 85∼91% 85∼89%
X-ray ResNet ResNet 2 87∼89% 86∼89%

MNIST
LeNet LeNet 2 86∼94% 85∼94%
ResNet ResNet 2 90∼94% 90∼93%
ViT ViT 2 91∼98% 91∼97%

CIFAR10
LeNet LeNet 2 78∼85% 77∼83%
ResNet ResNet 2 79∼85% 77∼85%
ViT ViT 2 80∼88% 79∼87%

ImageNet

LeNet LeNet 2 79∼87% 79∼86%
ResNet ResNet 2 78∼85% 78∼83%
ViT ViT 2 78∼86% 78∼85%

ResNet ResNet 10 79∼83% 77∼83%

Table 7: Attack with victim DNN’s in-task-domain data.

Dataset DNN #Classes Fun Budget

CIFAR10

LeNet (%) 2 77∼83%* ≥ 70%
LeNet (%) 2 90∼95% ≥ 80%
LeNet (!) 2 90∼95% ∼15%
ResNet (%) 2 78∼82%* ≥ 70%
ResNet (%) 2 90∼95% ≥ 80%
ResNet (!) 2 90∼95% ∼15%

ImageNet
ResNet (%) 10 68∼73%* ≥ 70%
ResNet (%) 10 90∼95% ≥ 80%
ResNet (!) 10 90∼95% ∼15%

* Fun achieved by HyperTheft under the weakest attack; see Table 3.
%: training the student model (i.e., Conv) from scratch.
!: initializing the student model (i.e., Conv) with our generated weights.

Task Domain & Query. As generally assumed by prior query-
based attack [12, 32, 61], even if the victim DNN’s training data
are private, it is possible to have some other data that cover the
victim DNN’s task domain. For instance, attackers have some pub-
lic cat and dog images when attacking a DNN classifying cat vs.
dog. Therefore, we also evaluate how HyperTheft can be further
enhanced in this scenario.

To ease the comparison with previous works, we follow their set-
tings where attackers query the victim DNN using in-task-domain
data, but only use the predictions (without confidence scores) as
labels to train a student model. Differently, we do not train the
student model from scratch — the student model is trained based
on HyperTheft’s generated weights (the generation does not use
in-task-domain data). Since prior query-based attacks primarily
focus on classification, we evaluate classification tasks.

Results are given in Table 7. Aligned to existing works, we report
the query budget as its relative percentage to the number of victim
DNN’s training data. By cross-comparing Table 3 with the 8th, 9th,
and 14th rows in Table 7, we see that, in order to achieve comparable
results withHyperTheft’s weakest-knowledge attack, query-based
attacks require at least 70% query budget. In contrast, while Hyper-
Theft’s generated weights from the weakest-knowledge attack are
not as good as the victim DNN, they can reach the same Fun as the
victim DNN with only ∼15% query budget, significantly reducing
the cost. In that sense,HyperTheft enables query-based attacks for
TEE-shielded DNNs since TEE’s mitigation aims to largely increase
the query budget (see Sec. 2.2).
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8.4 Enabled Attacks

Recall that as introduced in Sec. 4, attackers can also leverage the
recovered weights to enable white-box attacks towards the victim
DNN. This section accordingly evaluates how HyperTheft can
enable two popular attacks, membership inference attack (MIA)
and bif-flip attack (BFA).

Table 8: Attack success rate (ASR) of membership inference

attacks enabled byHyperTheft. Upper bound (UB) denotes

ASR on the white-box victim DNN. Baseline is 50%.

Dataset DNN Surrogate ASR UB

MNIST LeNet Conv 65.7% 80.1%
ResNet Conv 65.9% 80.8%

Chest LeNet Conv 60.8% 72.7%
X-ray ResNet Conv 60.2% 71.6%

CIFAR10 LeNet Conv 57.7% 66.5%
ResNet Conv 57.0% 67.3%

ImageNet LeNet Conv 57.8% 67.3%
ResNet Conv 59.7% 66.6%

8.4.1 Membership Inference Attack. This section evaluates how
HyperTheft’s recovered DNNweights, which give attackers white-
box surrogate models, can enable/enhance MIA towards the (black-
box) victim DNN. Following the setup in previous works [79], we
construct a test suite where 50% of its data are the victim DNN’s
training data (i.e., only data from the corresponding sub-training
split) and the remaining 50% are non-training data. Therefore, the
baseline attack success rate (ASR) is 50% [79]. Note that training
and non-training data in the test suite have the same class, such
that MIA will not downgrade to class-wise classification. We adopt
MLDoctor [49] to conduct MIA. Each time we feed an input from
the test suite into HyperTheft’s generated surrogate model, and
record outputs from all layers of the surrogate model. These out-
puts are then concatenated and fed into MLDoctor to predict the
membership. In this setting, the surrogate model is generated under
the weakest-knowledge attack in Sec. 8.2.
Results & Analysis. Table 8 lists the MIA results. Interestingly,
despite that the surrogate model is never trained with victim DNN’s
training data, it still significantly improves the ASR (from 50%) to
∼65% for MNIST and ∼57% for CIFAR10 and ImageNet. As a ref-
erence, the ASR of directly applying MLDoctor on the white-box
victim DNN (i.e., upper bound ASR) is 80% for MNIST and 67% for
CIFAR10 and ImageNet. Recall that as evaluated in Sec. 8.2, besides
stealing the overall functionality from the victim DNN, Hyper-
Theft also infers some of its specific behaviors (e.g., predictions
for specific inputs), which explains why HyperTheft’s generated
surrogate model is useful for MIA towards the victim DNN.

8.4.2 Bit-Flip Attack. We also evaluate how HyperTheft’s recov-
ered DNNweights can enable BFA. As introduced in Sec. 2.2, to con-
duct BFA, the main prerequisite is localizing elements in a DNN’s
weight that are critical to the intelligence (which is infeasible in
TEE-shielded DNNs), such that bits can be flipped efficiently. Note
that BFA requires knowing the victim DNN’s structure and launch-
ing rowhammer in TEEs may have additional challenges [10, 11].
However, they are out of the scope of this paper; we primarily focus
on weight-related requirements that are enabled by HyperTheft.
To assess how HyperTheft boosts BFA, we generate the surrogate

model under the “weakest-knowledge + structure” setting. We fol-
low the localization strategy in DeepHammer [75], the state of the
art in this field, to localize critical weight elements9 in the surrogate
model and measure their overlapping (in terms of locations in the
DNN’s structure) with critical weight elements in the victim DNN.
Two metrics, precision and recall, are adopted in this evaluation.
Precision quantifies the percentage of victim DNN’s critical ele-
ments that are localized in the surrogate model. Recall, in contrast,
measures how many weight elements localized in the surrogate
model are also critical in the victim DNN.

Table 9: Results of bit-flip attack (BFA) enabled by Hyper-

Theft. BFA requires knowing the victim DNN’s structure.

Dataset DNN Surrogate Precision Recall

MNIST LeNet LeNet 12.0% 93.1%
ResNet ResNet 13.7% 94.0%

Chest LeNet LeNet 33.2% 95.7%
X-ray ResNet ResNet 34.4% 96.3%

CIFAR10 LeNet LeNet 63.7% 99.4%
ResNet ResNet 55.6% 99.1%

ImageNet LeNet LeNet 57.2% 98.8%
ResNet ResNet 59.3% 99.2%

Results & Analysis. Table 9 reports the results. The recall values
are promising: weight elements identified in the surrogate model
are highly likely to be critical in the victim DNN. While the preci-
sion is relatively lower (i.e., not all critical weight elements in the
victim DNN can be identified via the surrogate model), it should
not be a concern. In fact, launching BFA does not require iden-
tifying all the critical weight elements [62, 75]; usually ∼10 flips
can completely deplete a DNN’s intelligence. The identification
step primarily helps attackers to filter out non-critical bits since
flipping bits via rowhammer is costly [37, 62, 75]. With this regard,
recall should be a more important metric than precision. Thus, we
can conclude that our current results are sufficient to deliver the
prerequisite of BFA against TEE-shielded DNNs.

9 Discussion and Mitigation

Non-Linearity Enlarges Leakage. For cryptographic software
studied in prior works, ciphertext collisions can easily occur since
private keys only have bits 0/1. However, general DNNs evalu-
ated in this paper have floating-point intermediate outputs: since
the probability of sampling two identical floating-point values is
negligible, ciphertext collisions should rarely occur.

With manual inspection, we find that DNN’s non-linearity (i.e.,
the basis of DNN’s intelligence) is the primary root cause of the
frequent ciphertext collisions. Given continuous values within a cer-
tain range, non-linear functions often map them into smaller ranges.
For instance, the Softmax function in DNNs maps [−∞, +∞] into
[0, 1]. Also, the derivatives of DNN’s non-linear functions (e.g.,
Sigmoid) usually approach zero for large or tiny inputs, i.e., the
output values change negligibly with such inputs. Moreover, some
non-linear functions only output discrete values for certain inputs,
e.g., ReLU always outputs 0 if its input is negative. Overall, since
floating-point numbers have limited precision in modern comput-
ers (e.g., 32-bit), these non-linear mappings greatly increase the
9Most existing BFA works focus on quantized DNNs and identify weight bits [62, 75].
Since our evaluated DNNs are general floating-point DNNs, our evaluations mainly
focus on the weight element level.
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frequency of identical intermediate outputs, leading to frequent
ciphertext collisions.
Hardware and Software Mitigations. Some recent TEEs (e.g.,
Intel TDX [14], ARM CCA [45]) redesign hardware architectures to
mitigate ciphertext side channels. For example, Intel TDX always
returns zeros when outer programs read the encrypted memory.
However, such hardware mitigations require modifying the current
hardware design, which is impractical for TEEs that have been
broadly used (e.g., AMD SEV [35]). Importantly, they cannot fully
eliminate ciphertext side channels because attackers can still access
the ciphertext via DMA devices [67] or physical attacks such as
memory bus snooping [40], cold boot attack [25], etc.

Li et al. [42] propose to mitigate the leakage via VMSA ran-
domization, so that ciphertext is no longer deterministic. However,
this scheme incurs considerable performance overheads and is not
adopted by vendors. On the other hand, we foresee the high feasi-
bility of implementing software-level randomization to specifically
mitigate the leakage in TEE-shielded DNNs. In fact, DNNs exhibit
robustness to small random perturbations [23] (not carefully crafted
adversarial perturbations [9]) on their intermediate outputs. Hence,
every time a DNN is executing, we can add random noise to DNN’s
intermediate outputs before they are written into memory. Since
the main purpose is diversifying the written values and reducing
collisions, we can make the noise negligible. To further minimize
the impact on DNN’s accuracy, we expect to accordingly refine
conventional training algorithms to make DNNs robust to such
noise. For example, existing robust training schemes [60] (which
improve DNN’s robustness to input perturbations) can be adapted
for noise in DNN’s intermediate outputs.

10 Conclusion

This paper presentsHyperTheft to steal DNNweights from cipher-
text side channels of TEE-shielded DNNs. We propose to generate
functionality-equivalent weights and demonstrate its effectiveness
and practicality. Weights generated by HyperTheft constantly
achieve high accuracy under various DNNs, datasets, scenarios,
and platforms, and can enable severe downstream DNN attacks.
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